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Chapter 1

Introduction and motivation

Zahra Naghibi1,2, Jacqueline A. Stagner1,3,
David S.-K. Ting1,4, and Rupp Carriveau1,2

The residential building sector is one of the key consumers of energy [1], with the
trend predicted to increase over the coming years [2]. According to the Interna-
tional Energy Agency (IEA) statistics (2014), energy consumption in the residential
sector (19%), after the transportation (34%) and manufacturing industries (27%), is
one of the highest shares of energy consumption across IEA countries (Figure 1.1)
[3]. Totally, worldwide residential sector energy consumption ranges from 16% to
50% of the total amount of energy consumed [4]. Therefore, the residential sector
has a significant contribution to global warming, due to its high greenhouse gas
emissions over the last few decades [5]. End-use energy consumption in the resi-
dential building sector could be for heating and cooling, electric appliances, and
lighting. The increasing number of buildings, the general increase in the size of
dwellings, growing quality of life, and increasing home electrification are reasons
for this upcoming trend in the energy consumption by this sector [2,6,7]. Thus,
moving forward, it is critical to employ more efficient energy systems based on
renewable energy resources, to reduce the energy demand in this sector, and to
reduce the environmental impacts of this sector.

To achieve reduced environmental impacts throughout a building’s life cycle,
the theory of green buildings has been introduced [8], and many countries have
been trying to upgrade their existing buildings to green buildings [9]. There are
many definitions of green buildings. For example, Cassidy quoted the Office of
the Federal Environmental Executive definition of green buildings as “the practice
of (1) increasing the efficiency with which buildings and their sites use energy,
water, and materials and (2) reducing building impacts on human health and the
environment through better siting, design, construction operation, maintenance, and
removal—the complete building life cycle” [10]. What is common in almost all
definitions of green buildings is a focus on the buildings’ energy consumption.
Reducing energy consumption and using replenishable energies are the two most

1Turbulence & Energy Lab, University of Windsor, Canada
2Civil & Environmental Engineering, University of Windsor, Canada
3Faculty of Engineering, University of Windsor, Canada
4MAME, University of Windsor, Canada



important aspects that make green buildings sustainable [8,9]. As such, we may
define a green building as a building which uses replenishable energies while
minimizing energy resources consumption.

Among all renewable energies, solar energy attracts attention because of its
abundance and cleanliness. The amount of annual solar energy which strikes the
earth is equal to 1.5 � 1018 kWh [11]. Only a very small fraction of this energy
(~0.01%) would be sufficient to supply the total world energy demand [11]. This
amount of energy is 10,000 times more than the total annual energy consumption in
the world [12]. The proportion of the annual solar energy available and the annual
world energy demand is illustrated in Figure 1.2. Humans need to design equipment
to collect this huge amount of energy to supply their energy demands. Photovoltaic
(PV) systems for supplying electricity and solar thermal systems for supplying the
thermal energy for hot water and space heating are quite well known in the resi-
dential building sector. The utilization of solar energy is an important step toward
sustainability in this sector.

It is of great importance to study the energy performance of green buildings to
assess their sustainability. The sustainability rating of green buildings is a topic
discussed in Chapter 2. One of the challenges in the application of PV panels is that
there is not enough performance data available to compare them with design pre-
dictions. In Chapter 3, monitoring data of a PV system for a year is used to compare
with a simulation. This comparison is necessary to provide confidence that the
designed system will perform as predicted. The evaluation of the effective para-
meters on the solar systems’ efficiency helps to make the most advantage of solar
radiation in both electricity and heat energy generation. The effects of parameters

Other industries
6%

Services
14%

Manufacturing
27% Transport

34%

Residential
19%

Figure 1.1 Largest energy end-uses in IEA countries, 2014 (other industries
include agriculture, mining, and construction) (based on data
from Ref. [3])
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such as building orientation, shading effect, roof angle, and roof size on solar PV
system efficiencies are studied in Chapter 4. In Chapter 10, solar panel efficiency is
optimized by utilizing real solar radiation values. Solar thermal harvesting and
storage systems are discussed in Chapter 5.

In addition to focusing on using renewable resources in producing buildings’
required energy, it is crucial to concentrate on reducing the energy demand in the
buildings to achieve energy conservation. In order to reduce energy demand in
buildings, special attention should be given to the building components and the
construction cost. Thermophysical properties of envelopes, as one of the main com-
ponents of buildings, can greatly affect the thermal energy consumption of buildings.
Improving the envelope thermal performance of a building helps to reduce the
building’s energy demand. It can be in the form of energy storage in the envelope or
cutting heating energy demand as the result of proper insulation. Nowadays, inte-
gration of phase change materials (PCMs) as a latent heat storage unit in building
walls has become a very popular option because of PCMs’ high heat of fusion at an
almost constant temperature. PCM utilization in building walls has several advan-
tages; it can be effective in shifting peak-hour energy loads [13] and, with con-
sideration of the adequate melting temperature of the PCM in the design phase, it can
be effective in the reduction of indoor air temperature fluctuations while improving
the comfort of occupants [13]. How much the employment of PCM in a brick wall
can be more efficient over a simple brick wall is numerically studied in Chapter 6.
Chapter 7 pays close attention to the importance of building insulation materials in
buildings’ energy performance. In addition to evaluating the importance of building
envelopes in the energy consumption prediction of buildings, consideration of the
construction costs can be helpful to accurately predict this value. Recently, machine-
learning analytics have been employed by many researchers to model the correlation

Annual solar energy available

Current annual energy demand

Figure 1.2 Annual solar energy available versus current annual energy demand
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between building costs in the construction phase and the energy consumption during
the operational stage. Chapter 8 allows developers to properly adjust their investment
strategies to improve the energy efficiency of green building technologies.

In order to remove the barrier of the misalignment between solar energy gen-
eration and the energy demand in buildings, solar energy storage has been
employed. The excess power generated by PV systems can be stored in electrical
energy storage (EES) units. There are two configurations for PV systems: off-grid
systems (also called stand-alone systems) and grid-connected systems. Off-grid PV
systems are independent of the grid and excess energy can be stored in an EES unit.
Although an EES unit is not essential in the grid-connected PV systems, using EES
systems can be a solution to reduce the impact of PV systems on the instability of
the networks [14]. Among all methods of electrical storage units, electrochemical
storage, such as batteries, can be efficient and suitable in terms of scalability,
lifespan, discharge time, and the weight of the system [15]. Choosing the right
battery for PV systems can change the project lifetime, maintenance operations,
and energy performance of the system. As well, having a reliable battery recycling
program can ensure the overall sustainability of battery technologies [16]. In
Chapter 10, there are comparisons among different battery options that can be used
as a guideline to choose a proper option for a special project. In addition, the
importance of electrochemical battery recycling is discussed in this chapter.

Solar energy can also be used to provide food in the urban context. It can be the
main source of power for nature-based solutions to rapidly growing urbanization
problems and their reported consequences. Integration of these nature-based solu-
tions into buildings leads to having more sustainable cities. What can be better than
learning from the intelligent design of nature? In Chapter 11, a system consisting of
three main nature-based elements is proposed; green roofs that filter water, pho-
tobioreactors that cultivate microalgae, and aquaponics that combine aquaculture
with hydroponics to grow both fish and vegetables.
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Chapter 2

Clean energy generation in residential
green buildings

Ekin Özgirgin Yapıcı1 and Ece Ayli1

Due to the recent investigations, buildings consume a considerable amount of the
electricity, drinking water, global final energy use and as a result are responsible for
one third of the global carbon emissions. Therefore, building sector has a key role
to reach global energy targets. In this sight, this study draws attention to the sus-
tainable energy performances of green buildings (GBs) and aims towards the GBs
concept which includes renewable sources in the construction and lifetime utili-
zation. The remainder of the chapter is subjected as follows: Section 2.1 gives a
brief information about residential GBs, and in Section 2.2, certification systems
for sustainability ratings of residential GBs are given. This is followed by case
studies related to the certification systems in Section 2.3 part. In Section 2.4, GBs
incentives are summarized. Section 2.5 provides information about energy demand
modelling for residential GBs, and in Section 2.6, clean energy generation systems
in residential GBs are described in detail. Finally, outlook for the works that is
performed up to now and the outlook for the future is given.

2.1 Introduction to residential green buildings

Due to the recent investigations, buildings consume about 60, 15 and 35 per cent of
the consumed electricity, drinking water, global final energy use, respectively
(Figure 2.1), and as a result, they are responsible from one-third of the global
carbon emissions [1]. Therefore, building sector has a key role to reach global
energy targets. The uncontrollable increase in the global warming and environmental
pollution, the natural products that nature serves us rapidly decreases and the living
area of the living things get restricted. In order to be able to overcome those troubles,
the idea of green buildings (GBs) become a popular title in last decades.

While interest in the construction of environmentally friendly buildings is
increasing, GBs have emerged. The houses that are named as ‘Green’ or ‘Sustain-
able’ use key resources such as energy, water, materials and land more efficiently

1Department of Mechanical Engineering, Çankaya University, Turkey



than traditional buildings. There are many factors that distinguish the green houses
from other buildings. In these houses, to fulfil the needs of electricity, heating,
cooling and conditioning renewable energy solutions are utilized. Designs are per-
formed with maximizing the usage of natural light. In garden watering, domestic
waste water is used after the purification process. Even this situation plays an
important role in saving water. Energy saving bulbs, taps, showers and smart toilets
are used. With using heat pumps, soil heat is transported into the building.
Construction wastes are recovered by various methods and environmental pollution
is minimized. Environmentalist approaches are applied in the selection and con-
struction of the buildings. Materials are supplied which has no danger of depletion
and as close as possible to the construction area. Also in the selection of the building
construction materials, it is noteworthy that materials should be chosen that has no
danger to the human health. In particular, the exhaust gas-free paints are used in order
to increase air quality [2].

GBs that are certificated with various certification systems are ecological,
comfortable, reduce the energy consumption and what is more they are respectful
to nature. Energy efficient buildings reduce the energy demand by 40 per cent by
using more natural light and saving water, and they are beneficial for developers,
tenants and owners [3,4]. Robichaud and Anantamula [5] state four critical pillars
of GBs such as minimization of environmental impacts, increasing the health
conditions of users, economical returns and the life cycle. Kibert [6,7] defines GBs
as buildings that are designed, built, operated, renovated and disposed by using
ecologic principles with promoting health and efficient resource usage. Some
benefits of GBs are

● adding value to urban living spaces;
● improving the economic value of the construction;
● minimizing the ecocide that occurs in the construction phase;
● providing clean energy usage;
● assessing waste material that originates from the excavation;
● purifying rainwater by green roof application;
● using of rain water, thus decreasing the load of the sewer system;

35%31%
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Industry
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Figure 2.1 (a) Final energy consumption by sectors and (b) energy
distribution for buildings (Adapted from [1])
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● taking the advantage of solar and wind energy;
● taking the advantage of natural light;
● producing oxygen with green layers;
● decreasing the heating and cooling costs and carbon dioxide emission with

isolation systems and
● using of recyclable wastes.

2.2 Certification systems for sustainability ratings
of residential green buildings

Insight of such amazing benefits, many countries developed GB label programs to
measure the buildings’ sustainability level. With rating systems, solving the exist-
ing building problems, limiting the environmental impacts, minimizing the health-
threating situations and reducing building costs become easier. In the building
sector, two main rating tools are given as criteria-based credit system and Life
Cycle Assessment (LCA) (Table 2.1) [8]. In the criteria-based system, a specified
credit in a prescribed range is given to each topic for all of the categories that describe
the assessment tools which has an impact on GB efficiency and sustainability. The
certification methods that are classified as criteria based includes the Leadership in
Energy and Environmental Design (LEED) in the United States, Building Research
Establishment (BRE) Environmental Assessment Method (BREEAM) in the United
Kingdom, GBTool in Canada, EcoProfile in Norway and Environmental Status in
Sweden [6–9]. All of these methodologies analyse the buildings energy consump-
tions, characteristics of the buildings and the effects on health [8,9].

The second methodology, LCA, is based on the selection of all of parameters
like construction materials, building design criteria and waste management during

Table 2.1 Classification of green-building-assessment methods

Assessment
tool

Tool type Developer International
recognition

BREEAM Multi-criteria
based

Building Research
Establishment (BRE) [11]

More than 60 countries

LEED Multi-criteria
based

US Green Building Council
[12,13]

USA and other 30
countries

Green Star Multi-criteria
based

Australian Green Building
Council [14]

Australia, New Zealand
and South Africa

CASBEE Multi-criteria
based

Japan Sustainable Building
Consortium [15]

–

BEES LCA US National Institute of
Standards and Technology
(NIST) [16]

–

BEAT LCA Danish Building Research
Institute (SBI) [17]

–

EcoQuantum LCA IVAM, the Netherlands [18] –
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the design phase. Within LCA, different weighting methods are used to assess the
environmental impacts of buildings. Some of the LCA-based criterion systems are
Bees in USA, Beat in Denmark and EcoQuantum in the Netherlands [8,9,10].
Mattoni et al. [9] compared two rating systems and they believed that LCA meth-
odology is more complex and onerous than the criteria-based credit system.

Libovich [19] stated that only considering environmental performance is not
affordable in the developing world, also social and economic perspectives should
be considered since they are important topics. Therefore, assessment methods are
crucial for developing countries. The main difference between the rating systems
are their calculation methodologies, credits and weights which has a dominant
effect on the final score. Due to the local climatic and geographic conditions, green
labelling systems vary between the counties [20,21]. The rating systems enables
comparability between the projects and ranges the projects as not acceptable as GB
to an excellent GB system. As it can be also seen in Figure 2.2, several rating tools
have been developed in the world wide. However, this study focuses on the most
popular rating tools such as BREEAM (1990), LEED (1998), ITACA (2002) and
Comprehensive Assessment System for Built Environment Efficiency (BEE)
(CASBEE) (2001) rating systems.

2.2.1 Building Research Establishment Environmental
Assessment Method

BREEAM which is launched in 1990, is the first sustainability assessment method
for buildings owned by the United Kingdom, BRE [22]. The main aim of the
BREEAM is classifying the buildings with respect to their environmental benefits
and to reveal the impacts of building on the environment. The categories that
BREEAM give credits are management, energy, transport, health and wellbeing,
water consumption, materials, land use and ecology and pollution. Even BREEAM
is developed by the United Kingdom and is supported by some other national orga-
nizations; thus, for the United Kingdom, Germany, the Netherlands, Norway, Spain,
Sweden and Austria, country-specific schemes are developed. The weighting pro-
cedure of the BREEAM is given in Table 2.2. All of the categories are divided to the
subcategories. Once the number of credits are achieved after reaching the target, the
final point is determined by the sum of the weighted category scores.

2.2.2 Leadership in Energy and Environmental Design
(LEED) system

The United States Green Building Council (USGBC) [13] has developed the LEED
system, which is the most widely used point-based rating system in the world.
LEED [23] methodology is composed of five main parts as sustainable sites, water
efficiency, energy and atmosphere, materials and resources and indoor environ-
mental quality. For all categories, there are sub-categories, each having a specific
credit. Total point is calculated as the credits are summed up. Increase in the earned
point means increase in the certification level. LEED scoring criteria and criteria
weights are given in Table 2.3 [20].
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The certification levels are described by USGBC [20] such as

● Total point<39: Not Certified
● 40<Total point<49: Certified
● 50<Total point<59: Silver
● 60<Total point<79: Gold
● Total point>80: Platinum

Some categories and their relative importance are given in Figure 2.3. When all of the
parameters are compared with each other, it is obvious that, primary concern is energy
consumption and Green House Gas emissions [15]. As LEED is described for the
United States, some of the input parameters among these 13 parameters are consistent
with the United States locations and does not reflect global scales. Therefore, in 2011,
LEED introduced a new database for international projects. LEED international
roundtable presents the impact and application of LEED worldwide [20,24].

Lippiatt [16] analysed the regional priority (RP) credits for four countries
which are Canada, Turkey, China and Egypt. In Table 2.4, for Canada, Egypt,

Table 2.2 BREEAM categories and scores [22]

Categories Category
weights (points)

Management 12
Health and wellbeing 15
Energy 19
Transport 8
Water 6
Materials 12.5
Waste 7.5
Land use and ecology 10
Pollution 10
Total 100
Innovation 10

Table 2.3 LEED v.3 categories and scores [20]

LEED v.3, categories Category
weights (points)

Sustainable sites 26
Water efficiency 10
Energy and atmosphere 35
Materials and resources 14
Indoor environmental quality 15
Innovation 6
Regional priority 4
Total 110
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Table 2.4 LEED v.3., regional priority credits for several countries [16]

Regional priority credits Explanation

Canada EAc1 (up to 19 points) Optimize energy performance
MRc2 (up to 2 points) Construction waste management
MRc5 (up to 2 points) Regional materials
SSc2 (5 points) Development density and community

connectivity
SSc6.1 (1 point) Storm water design – quantity control
WEc3 (up to 4 points) Water use reduction

Turkey EAc1 (up to 19 points) Optimize energy performance
EAc2 (up to 7 points) On-site renewable energy
EAc7.2 (1 point) Thermal comfort verification
MRc1.2 (1 point) Building reuse – maintain interior

nonstructural elements
SSc6.1 (1 point) Storm water design – quantity control
SSc7.2 (1 point) Heat island effect roof

China EAc1 (up to 19 points) Optimize energy performance
EAc2 (up to 2 points) Enhanced commissioning
EAc5 (up to 3 points) Measurement and verification
SSc6.1 (1 point) Stormwater design – quantity control
WEc1 (up to 4 points) Water efficient landscaping
WEc2 (up to 2 points) Innovative wastewater technologies

Other
countries

EAc1 (up to 19 points) Optimize energy performance
EAc2 (up to 2 points) Enhanced commissioning
EAc5 (up to 3 points) Measurement and verification
WEc1 (up to 4 points) Water efficient landscaping
WEc2 (up to 2 points) Innovative wastewater technologies
WEc3 (up to 4 points) Water use reduction
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Turkey and for several countries, LEED RP credits set by USGBC [13] is given.
Canada LEED RP credits and Canada Green Building Council (CAGBC) credits
are different from each other, Suzer [20] claims that CAGBC seems to reflect the
local conditions of a project more realistically. As it is shown in Table 2.4, for
Turkey, two parameters that gained credits for the system are thermal comfort
verification, recycling, quantity control of storm water and minimizing heat island
effect. Due to the author, as Turkey has limited energy resources and its economy
depends on foreign supply, credits are canalizing the designer to use renewable
energy sources for minimization of the energy consumption. As China is the most
crowded country, credits that encourage the usage of carbon-free transportation,
rehabilitation of damaged sites destroying virgin land and increasing ratio of green
area is important.

In the Egyptian GB rating system (Green Pyramid), the flagship is water
efficiency category while energy efficiency is the second one. On the other hand, in
the LEED energy conservation is considered to be the primary global concern
(the RP credits for EGYPT is given in Table 2.4, in the other country part).
Therefore, LEED and Green Pyramid differs from each other for Egypt in this
important point. Suzer believed that for each country as climatic, geographic,
social, economic and cultural aspects differ from each other, each region may have
different priorities in the ranking system.

2.2.3 ITACA system
ITACA system is the national protocol of the Italy Institute for Innovation and
Transparency of Contracts and Environmental Compatibility which is a multi-
criteria ranking tool. As it is given in Table 2.5, ITACA ranking system is classified
in five macro categories: quality of the site, resource consumption, environmental
tools, indoor comfort and quality of the service. The certification levels are Aþ, A,
B, C, D. If the total score is lower than 40, level of certification is D which is
insufficient to get the certificate of environmental sustainability. If score is between
40 and 55, building gets a C, if score is between 55 and 70, building gets a B and if
score is between 70 and 85, grade is A. If the score is higher than 85, Aþ is given to
the GB. Asdrubali [25] makes a comparison between LEED and ITACA systems as
the macro-areas of the certification systems differ from each other. Especially,

Table 2.5 ITACA categories and scores [25]

Categories Category
weights (points)

Site quality 4
Resource consumption 53.6
Environmental loads 17.5
Indoor environmental quality 18.2
Service quality 6.7
Total 100
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overall energy performance criterias vary. While in the LEED protocol the orien-
tation of the building, the envelope, the materials and the construction processes are
significant, in the ITACA, environmental loads and the resulting CO2 emissions are
also important. Pagliaro et al. [26] compare the weighting procedures of BREEAM,
ITACA and LEED. ITACA gives the highest importance to the building manage-
ment, indoor environmental quality, water and environmental loads.

2.2.4 Comprehensive Assessment System for Built
Environment Efficiency

CASBEE is developed in Japan in 2001. Various CASBEE schemes are developed
whole over the Japan with the help of the academia, industry, national and local
governments [15]. According to Doan et al. [27], although the CASBEE-certified
buildings are still modest, it is the rating tool that evaluates the broadest context
(Figure 2.4).

CASBEE ranking process is divided into three phases. First phase evaluates the
effects on the building interior and occupants. The second phase is the evaluation of
environmental impacts which is originated from buildings. In the last phase, both
negative and positive sides of the buildings are evaluated. The CASBEE system
provides four categories of assessment, which are energy efficiency, resource
efficiency, local environment and indoor environment [20]. Under CASBEE, there
are two main assessment categories such as built environment quality (Q) and built
environment load (L). To find the BEE Q is divided by L. The use of BEE enables
simpler and clearer presentation of building environmental performance assessment
results. Due to this formula, increasing Q and decreasing L means increasing the
sustainability level of the building. Ranking diagram for CASBEE is shown in
Figure 2.5. In this figure, horizontal axis denotes built environment quality (Q) and
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vertical axis denotes built environment load (L) and BEE value will show the
sustainability level of the building which is classified as by classes C, B�, Bþ, A
and S (excellent) [15].

2.3 Case studies related to certification systems
and their comparison

Azhar et al. [28] conducted a case study on Salisbury University’s Perdue School of
Business Building to demonstrate the use of BIM (Building Information Model) for
sustainable design and the LEED certification process. First of all, researchers
developed a conceptual framework to establish the relationship between BIM and
LEED rating processes. After developing their own methodology, they validated it
with a case study. For sustainability analyses, virtual environment software is used
as Azhar and Brown [29] revealed that this software is the most powerful tool in the
sustainability analyses. As a conclusion, they showed that their analysis results has
a good agreement with the calculations. Slight differences between the results are
originated from inaccuracy of the BIM developed for this project.

In 2008, new graduate student housing in Harvard Campus with 151 living
units and 101,659 sq ft total size was constructed. In this place, LEED for new
construction rating system is used. The project obtained 13 out of 14 credits from
LEED program including protecting open space, public transportation and bicy-
cling, campus zip car, storm water, heat island effect, erosion and sedimentation.
For energy savings, variable speed pump is used when full load is not necessary,
pumps slow down to reduce the energy consumption. Also as the building has so
many windows, good insulation and light visibility is important. In this sight, high-
quality efficient windows were installed. In addition, high velocity stream shower
heads are used in the baths to reduce water flow. In the building, 21 per cent of the
used materials contains recycled content and 91 per cent of whole material waste
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was diverted from landfills to be either reused or recycled. In Table 2.6, Harvard
Real Estate Services LEED rating is given [30].

Aqtake et al. [31] examined building-assessment results for Kobe Branch Office
Building which suffered damage in the Hanshin-Awaji Earthquake in 1995 and
rebuilt in 2000. In this study, CASBEE, BREEAM and LEED systems are compared
for the chosen building. Due to CASBEE tool, as energy consumption of this building
is smaller when compared with the others in the Japan, ‘energy’ score is very high
(4.5). On the other hand, as building is not constructed with eco-friendly materials,
‘resource and material’ score is low (3.2). In addition, as there are roads around the
building, ‘outdoor environment on site’ point is low. Due to BREEAM98, building
gets similar rankings with CASBEE tool. According to LEED certification, buildings
were ranked as silver. By comparison of three ranking tools, researches claimed that,
trend of each assessment result are similar among three different tools.

Asdrubali et al. [32] compared the LEED and ITACA rating systems in sight
of the buildings in Italy. One of the building that is used for comparison is ‘Molino
Albergo la Nona’ which has three above-ground levels directly connected to the
underground garage by a common staircase. The building has a solar greenhouse
capable of storing heat during the winter period, natural ventilation system, and
shielded by trees to prevent overheating in the summer [33,34]. Solar panels are
placed in the roof of the building which is insulated by wooden panels. As a water
recycling method, underground tank for recovery of the rainwater is used as well as
reusing of grey water by phytodepuration. In Figure 2.5, comparison between LEED
and ITACA certification systems for the building is shown. For ITACA, building is
‘Class B’ certified with 61.94 per cent and for LEED, it is ‘certified’ with 43 per cent.
As ITACA is a local ranking tool for Italy and the examined building is in Italy,
building gets a higher ranking from this system. Due to their results, it is obvious that
LEED gives higher attention to quality of site, while ITACA gives higher attention to
materials, energy and indoor environmental quality.

Politi and Antonini [35] developed a methodology to compare the rating sys-
tems for residential buildings. The developed methodology enables the designers to
see the common criteria of the rating tools while proposing a mutual platform for
all the users.

Table 2.6 Harvard Real Estate Services LEED
rating (Adapted from [30])

Gold 41*

Sustainable sites 13/14
Water efficiency 3/5
Energy and atmosphere 2/17
Material and resources 6/13
Indoor environmental quality 12/15
Innovation and design 5/5

*Out of possible 69 points.
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In Oakland, multifamily residential is constructed with Green Point rating of
79 points, which is a high mark in the energy-efficiency category. As a resource
conservation, 50 per cent of the construction waste is recycled. Drainage system is
used. In the energy efficiency part, Energy Star cool roof membrane and Alumi-
nium windows are used, HVAC system is designed, ductwork is installed within
conditioned space [36].

2.4 Green buildings incentives

GB investments are usually high, and pay back times are not so satisfying which
are between 7 and 20 years; so to overcome these barriers, incentives act as a way
to minimize or eliminate costs or issues related to their adoption. Incentives are
important for motivating and influencing developers and investors to decide on
investing in green properties [36].

GB incentives are categorized into two: external incentives and internal incen-
tives. For the external incentives, beneficiaries are required to carry out specified
conditions or requirements to get the incentive, while by the internal incentives,
beneficiaries are incentivised out of their will for having the benefits of GBs. The
external incentives are mostly provided by the government and these are divided into
two: financial and non-financial, later being widely used. Both external and internal
incentives are very important means for promoting GBs, and they should be attractive
and easy to use, which are explained in detail in the following sections [37].

2.4.1 External incentives
External incentives are incentives provided by the government. In other words, the
beneficiaries are obligated to meet a specified GB-related condition or requirement
to get government incentives.

The government has a very significant role in motivating GB development
[38], also recently, construction sector is positively affecting the society through
GB construction [39], and as the largest owner in construction as well, government
has an important influence to make people realise the advantages of GBs. As
already explained before, external incentives are categorized into two as: financial
and non-financial, in other word, cost free [40].

2.4.1.1 Financial incentives
Since it is usually difficult to convince private clients to invest on extra necessities
for green and sustainable building construction, which makes the total initial cost
higher and pay pack time of the investment increase considerably, financial
incentives provided by the government make the investment pretty much attractive.

The most common financial incentives provided by the government include
direct grants, rebates and discounted development application fees and also tax
incentives [37,39]. These provide very effective financial gains for the bene-
ficiaries. For instance, as a result of such incentives, there has been an increasing
number of GBs and related certification in Malaysia between years 2009 and 2013,
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since owners of GBs are offered great tax deductions by the government if they
have these green certificates (known as GBs label programmes or renewable
documents) [41]. Exemption of tax payment for GBs is also very popular in
America, in most of the Asian countries and in some European countries [42–44].

2.4.1.2 Non-financial incentives
The non-financial incentives include the government granting the owners the right
or additional rights that are beyond the normally allowable ones when certain
conditions are fulfilled. These include zoning/floor area ratios (floor-to-area den-
sity (FAR)) [45], accelerated permitting, business planning assistance, technical
assistance, marketing assistance, regulatory relief, guarantee programmes and
dedicated green management teams in building and planning departments [46].

The FAR incentive allows the owners to construct more building area than
permitted by the usual zoning. Accelerated permitting enable owners who incorporate
GBs to get their plans and permits more quickly from government or municipalities.
Technical or administrative assistance provided by governmental teams may help the
beneficiaries proceed more quickly and secure with the processes.

2.4.2 Internal incentives
There are some mostly self-motivated incentives other than the governmental
sourced ones, which can be classified under the heading ‘internal incentives’. These
include such unique benefits as opportunity to efficiently use resources, increased
marketability and increased communal reputation [38], which appeal to the benefit
of project owners and encourage their interest in construction of GBs. Despite the
forced nature of external incentives, internal incentives arise from a person’s
feelings or connection about the activity, and they are not forced.

2.4.2.1 Human well-being-related incentives
Humans staying in buildings for a long time expect that they prefer a high level of
comfort which makes comfort an internal incentive for building occupants. Also
the benefits of GB in terms of human well-being turn them into attractions for
project owners [37,38].

2.4.2.2 Market-demand-related incentives
The fact that the GBs have a greater market demand, willingness to pay [38,44,47]
and higher rental values than conventional buildings become an internal incentive
which encourages project owners to provide GBs [37,38,44].

2.4.2.3 Human self-motivation sourced incentives
The human self-motivation sourced incentives are as follows:

Gratifying incentives: Gratifying incentives are those that come with recog-
nition of the awards and green certification to the owners of GBs. The
achievements led to a feeling of gratification, increase of reputation and
image [39]. For example, in the United States, the LEED certification level
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becomes a competition in the real estate industry. LEED platinum projects
are differentiated and prided by the owners extensively.

Altruistic incentives: Another incentive are the altruistic of personal moral
norms and values on environmental beliefs. Aliahga explained that, one of
the concerns of the GB owners is that green technology can reduce the
effects of climate on humans and environment [48,49].

Persuasion-related incentives: Very high-energy costs and other unfavourable
circumstances persuaded people towards construction of GBs.

2.4.3 Concluding remarks
GB incentives which are very important for motivating the construction and own-
ership of GBs are divided into two categories as external and internal, based on
their manner of motivation as explained clearly earlier in this section. External
incentives, promoted by government, can be a benefit for the developers’ or
investors’ expected financial returns and so directly influence and affect the kind,
nature and degree of GB supply. Internal incentives on the other hand are self-
motivated and intrinsic in nature, but they also influence the owner’s willingness
towards GB construction [49].

GBs are getting more and more especially in the United States, largely due to
the incentives [50], which clearly prove the effectiveness of incentives. Recent
studies show that, even the governments are more involved in providing incentives;
private sector’s role is getting bigger and bigger every day. For increasing the
awareness of GBs, increasing awareness of knowledge on incentives is very
important as the way, quality and quantity of the promoting incentives distin-
guishes the GBs.

2.5 Energy demand modelling for residential
green buildings

The energy demand of a building represents the energy used by all energy systems
to provide the energy needs in the building. For that, energy systems’ efficiency
and behaviour should be taken into account. The energy consumption refers to the
total energy demand over a period. Power demand on the other hand represents the
instantaneous energy demand [51].

For residential or commercial buildings, energy demand modelling or so-called
building energy consumption determination is very important since a close match
between the demand and the supply is always advantageous in terms of efficiency,
better utilization of resources and protecting the environment.

In buildings, most of the energy goes towards space heating, space cooling,
water heating and lighting, followed by electronics use, cooling, ventilation,
cleaning, cooking and computers [52].

Different parameters affecting overall energy consumption are occupancy and
occupant behaviour, building characteristics and building systems, climate and
meteorological conditions. Also, depending on the building site, the source of
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energy may be electricity, natural gas, oil, and it may include poly-generation
renewable energy sources and passive solar gains [53].

Modelling of energy demand and efficiency in buildings is a useful tool, which
allows the quantification of building energy consumption and distribution of end
uses [53]. It may provide a good prediction of consumed energy on a regional or
national scale, it can determine the requirements for energy supply, it can provide
useful feedback on decision for different types of applications of energy-generation
methods, related new technologies, new materials and help to predict the amount of
investment and pay back periods.

A general approach for the development of a tool for the estimation of the
building energy consumption and the supply costs is given as a case study at the
end of this section, after all relevant information is given about demand modelling.

2.5.1 Classification of modelling approaches
In literature, there are different modelling approaches which use the input data to
simulate the energy consumption of buildings or more over, regions. These vary on
the availability and details of the data, details of the required information and the
data acquisition approach. First of all, two approaches for urban energy issues
are defined as top-down and bottom-up models [51,53]. Bottom-up models calcu-
late the energy consumption of individual or groups of buildings and then extra-
polate these results to represent the region or national scale. Since they separately
estimate the energy consumption for each building, different approaches can be
used such as statistical or engineering approaches. According to the approach,
relevant models can be applied to predict the behaviour of the energy consumption
of the building. Usually historical information is used to establish the relation
between the energy consumption of the building and the end use of energy [53,54].

On the other hand, top-down models utilize the estimation of total building
sector energy consumption and some other variables to find the energy consump-
tion of the entire building sector. Top-down includes econometrics and technolo-
gical models and a massive data which in some cases is difficult to obtain. Another
important classification is according to the details of the required information. As
already mentioned, modelling or so-called building energy simulation can be done
by a physical approach, a statistical approach or a combination of both [53,54]. The
classification of models and information on techniques can be found in Figure 2.6.
Later in this section, all methods are explained in order.

2.5.1.1 Physical approaches
Physical approaches use sets of equations to solve the phenomena like energy
conservation, heat transfer and require many details about building such as con-
sumption related to the people in the building, hot water supply, electric devices in
workplace and architectural information. Numerical software is usually used and
mainly computational fluid dynamics (CFD) methods, zonal (2-D) methods or
multizone/nodal (1-D) methods are employed.

The most complete physical approach is the CFD method, which is a micro-
scopic approach of the thermal energy modelling which gives a detailed description
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of airflow, pollutant flow, heat flow, etc. in the building. By this method, complex
geometries can be studied. Each building zone is divided in a large number of
volumes with global mesh. This method is called three-dimensional approach, but
on the other hand, CFD methods require a huge computing time, and when the
models are complex, implementation of the programs may be difficult without
previous knowledge on fluid dynamics and the specific software [55]. Examples of
most common software programs are FLUENT, COMSOL Multiphysics for CFD
methods.

As an example to this approach, Wang and Wong [56] used FLUENT and
ESP-r to simulate the natural ventilation in a double zone residential building. The
ESP-r building simulation contained the geometrical information, thermal proper-
ties of the construction and the airflow system for the whole building. To reduce the
computation time, the authors chose to apply the CFD simulation only in one zone.
The ESP-r simulation results provided boundary conditions to the CFD simulation.

Second method; the zonal method is simplification of the CFD technique.
Bouia and Dalicieux have introduced this method [57] in the beginning of
1990s. This approach is advantageous to find details of the indoor environment and
it estimates a zone thermal comfort. Each building zone is divided into several
cells. One cell corresponds to a small part of a room. The zonal method is con-
sidered to be a two-dimensional approach. Examples of most common software
programs are Haghighat with POMA and SimSPARK for such models. The down
side is that, this technique requires knowledge of the flow profiles, and the user
may not be able to find accurate detailed results of the flow field [55].

This method was used by Brun et al. [58] where they proposed experimental
and numerical studies to model heat transfers in a naturally ventilated roof cavity in
buildings in Grenoble, France. They used SPARK to estimate the heat gain.

The multizone or nodal approach, which is usually the simplest physical
approach, considers the assumption of treating each building zone as an homo-
geneous volume defined by uniform variables of state (temperature, pressure and
concentration). One zone is approximated to a node. The energy equations are
solved for each node of the system [55]. TrnSys (Transient Simulation Program),
EnergyPlus, IDA-ICE, Clim2000, BSim are the most well-known software for
building simulations which use the nodal approach.

As an example of multi-zone approach, Kalogirou [59] used TrnSys to deter-
mine the energy consumption in a building in Nicosia, Cyprus. He compared a
hybrid photovoltaic (PV)-thermal solar system with a standard PV panel in terms of
energy-demand behaviours.

Zhai et al. [60] used EnergyPlus software to study effects of ventilation in
summer on simulated data of indoor temperature. They compared experimental and
simulation results in three different building offices with distinct properties; one in
Belgium, one in Denmark and another one in the United Kingdom.

2.5.1.2 Statistical approaches
Statistical methods are mainly multiple linear regression [61] or conditional
demand analysis (CDA), artificial neural networks (ANNs), genetic algorithm (GA)
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and decision trees which rely on training data to extract system function and do not
require physical information. These do not require heat-transfer equations, thermal or
geometrical parameters, but they require a large amount of training data collected
over a long period of time. Statistical models are based on the implementation of a
function concluded from training data samples which describe the behaviour of a
specific system and it may be difficult to interpret results in physical terms [55].

Linear regression methods (CDA techniques) can be used both for prediction
or forecasting and for data mining. These methods have an advantage which is the
simplicity of use by beginners since no specific expertise of the method is required.
Such a model was successfully used to calculate the residential end use energy
consumption by Aydinalp-Koksal et al. [62], but it has some disadvantages such
that, it cannot be used for nonlinear problems [61,62].

The GA which is an artificial intelligence method is a stochastic optimization
technique. It has been introduced by Holland in 1975 [63], but its use in the area of
building simulation as an optimization tool started in the 1990s [55]. GA deals with
a powerful optimization method and is able to resolve every problem provided the
convexity of the describing function.

Caldas et al. [64] used GAs for optimization of building envelopes and they
designed a HVAC system and study the control of the system. Another advantage
of the GA is its ability to give several final solutions to a complex problem even if
there is a large number of inputs. It allows the user to choose the most probable
solution. Most important disadvantage of this approach is, sometimes a large
computation time may be required.

Ozturk et al. [65] used a stochastic optimization technique in developing
Turkey’s electric energy estimation. Electricity consumption estimation is deter-
mined for the industrial sector and for the total electricity demand in Turkey. They
developed two different nonlinear estimation models and validated these models
with actual data. They also estimated future electricity demand projected between
2002 and 2025.

The last statistical approach is based on ANN which is a nonlinear statistical
technique used for prediction. This artificial intelligence method was inspired by
the biological neural networks (including neurons, dendrites, axons and synapses)
that constitute animal brains. The original aim of the method is to solve problems in
the same way that a human brain would solve. In 1943, Lettvin et al. has studied
this method in mathematical form [66]. There are numerous advantages of the
ANN. First, information can be stored on the entire network, and even with some
missing information, network can still perform. Also, it has a higher error tolerance
and it overcomes the discretization problem. ANNs can learn events and make
decisions by commenting on similar events, and they have parallel processing
ability. However, the ANNs are limited by the fact that it implies to have a relevant
database. Indeed, it may be challenging to train an ANN with a huge learning data
with representative and complete samples.

In the building simulation, ANN are usually used to predict the energy con-
sumption or the forecasting of energy use (as cooling or heating demand) without
knowing the thermal properties or the specific geometry of the building. Kalogirou
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[67] has studied various ANN-based building energy simulation but particularly, in
2000, he presented a review in the scope of applications of the ANN in the field of
energy systems.

2.5.1.3 Hybrid methods
Hybrid methods combine physical and statistical approaches where an undetailed
description of building geometry and a smaller amount of training data are ade-
quate. In this method, results can be interpreted in terms of physical parameters
[53]. The main advantage of the hybrid method is that it allows considering only a
limited number of data and computational times are relatively short compared with
physical methods.

There are three strategies for this method which are [55] as follows:

● Using machine learning as physical parameters estimator.
● Using statistics in order to implement a learning model built from a physical

approach to describe building behaviour.
● Using statistical method in fields where physical models are not effective

enough (e.g. in order to implement the whole system, both physical and sta-
tistical methods can be combined).

● Determining the heat behaviour in a multiple zone building where the thermal
properties of some rooms would be unknown. (Some zones can be physically
studied while others can be statistically described.)

Disadvantage, on the other hand, is that computation time for both physical and
statistical codes may be long, since this method couples two distinct scientific
domains. This approach can be said to be of a great scientific interest.

Philippe et al. [68] combined finite difference method via the CODYRUN
which is a multizone software with a GA. They implemented a model and solved
the energy and mass transfer equations in a building which has a simple geometry.
Aim of the study is to optimize the value of the dry air temperature inside the
building and the study is based on experimental data.

As another example, Essia et al. [69] studied energy consumption in a building
in which it is located in Tunisia. They optimized the architectural parameters to
improve the energy efficiency in this Mediterranean building. They also considered
the economic point of view. They used a simplified tool for building energy eva-
luation used by the Mediterranean countries to a GA for identification of the
architectural parameters. They studied the problem both for summer and for winter.
They showed that the optimal solutions are different considering either energy
saving or economics.

2.5.2 Case study about building energy-consumption
determination

As one complete example, the general procedure for energy demand modelling
considering physical methods will be explained later in this section as adopted from
Grubera et al. [70]. They proposed a computer tool that combines architectural
characteristics and user interactions with a building to estimate its energy
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consumption and costs of energy supply. The tool also determines the sensitivity of
the energy consumption and the related costs for changes applied in the building
model or in the energy tariffs. They then applied the developed tool to a building
located in Madrid (Spain).

Generally, the building energy assessment tool which is developed by using
MATLAB� R2013b has two main functions: it helps to estimate the energy con-
sumption and supply costs and to analyse sensitivity with respect to changes in the
building configuration. Steps for such a procedure are seen in Figure 2.7.

The tool estimates the energy demand for a whole year on an hourly basis. The
building model considers both the building architecture and the presence of occu-
pants of the building. The model developed is based on steady-state condition.
When the demand is estimated, it is divided in heating, cooling and electricity
loads. Afterwards, the demands which are to be supplied are distributed on different
generation technologies (heat pump, chiller, etc.) and energy sources (electricity,
gas, renewable, etc.). Finally, to define the building’s overall energy system, the
total cost for the energy supply are calculated on basis of the demands. The tool
also determines the critical building parameters and use them to reduce energy
consumption for an improved energy efficiency [70].

A wide range of different building types can be modelled by the proposed tool;
the authors has conducted an energy analysis of an office building located in
Madrid. They observed that, the heat demand decreases from 60 kW to approxi-
mately 10 kW during the months of June and July. In the same period, the cooling
demand increases from 80 to 180 kW. Maximum electrical demand is 60 kW.
Heating demand is covered by a gas-fired boiler and for cooling purposes, a chiller
is used in the building. The resulting total annual energy costs for the considered
building is found to be precisely 73,592 Euro (21,639.5 Euro for the gas supply and
51,952.5 Euro for electricity).

2.6 Clean energy generation in residential
green buildings

2.6.1 Evaluation of building towards clean
energy generation

In the last few decades, building design towards clean energy generation become a
popular title in all over the world. Building transformation starts first with
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Figure 2.7 General structure for estimation of building energy consumption
and supply cost (Adapted from [70])
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minimizing the energy demand with passive solutions, which is known as passive
buildings. Then, it goes with nearly zero energy buildings (nZEB). The main
objective of nZEB buildings is to increase the energy performance while decreasing
the energy, which comes from non-fossil resources. With the last evolution, new
approach is having smart buildings with lowest cost and environmental impact over
the building lifecycle. Historical development of building transformation is shown
in Figure 2.8 [71,72]. There are a lot of researches on passive, nZeb and smart
buildings, examined in the respected order, in the previous paragraphs.

Passive houses which provide high quality of indoor conditions with lower
energy demands were first described in Darmstadt, Germany. Schneiders revealed
that [73] nearly 22 per cent of the total energy is used in space heating in the
buildings in Germany. The space heat demand is approximately 150, 100, 70 kW h
per square metre in 1982, 1995 and 2002, respectively. With introducing the pas-
sive houses, this demand reduces to nearly 15 kW h/m2 a, where ‘a’ denotes per
annum (year), without a conventional distribution system. To be a passive building,
building heating load should not exceed 10 W/m2. To design such a system,
building envelope, windows and automatic ventilation system should be optimized
in order to minimize the heat losses. This type of houses are known as ‘passive’
because of the ‘passive’ use of incidental heat gains – delivered externally by solar
irradiation through the windows. In the passive house concept, the major criteria
are superinsulation, heat recovery and passive solar gain.

Taleb [74] suggested several passive cooling strategies to reduce energy con-
sumption in a building. Solar shading performance is calculated by using Sun Can
Analysis which is the part of IES software. Also, DesignBuilder software is used
for validation. Temperatures are recorded for 24 months and average values are
taken for each month. With using the measured temperature values, thermal
analysis are performed. Due to the results, shading devices block the solar heat,
optimizing the proper window openings to increase the indoor fresh air. Due to the
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results that is obtained from the IEC software, it is seen that with appropriate
cooling strategies, cooling load can be decreased by 9 per cent.

Badescu et al. [75] described the cooling requirements for passive buildings
with making a case study in Romania. The investigated building is both an office
building and a residential. For this building, steady state analysis of the cooling
load is performed by using Passive House Planning Package (PHPP) software [76].
The results obtained with the PHPP are compared with the traditional building. Due
to their results, the standard building requires heating mainly during October to
April, while the passive building must be heated just from December to February.

Dan et al. [77] studied the indoor parameters that has a direct effect on energy
consumption. They monitored the indoor temperature values, energy consumption,
carbon dioxide level and humidity of the building for 2 years. They used PHPP and
DOSET software to calculate the energy demand by using the input parameters.

Gou et al. [78] optimize the passive design of newly built residential buildings
in hot summer and cold winter period of China. In sight of these objective,
researchers set their model for multi-objective optimization, and second-stage
sensitivity analysis is performed to reduce the dimensions of input variables. They
performed multi-objective optimization by using non-dominated sorting GA-II
(NSGA-II) coupled with the ANN. According to their proposed methodology for
optimizing passive design of buildings, researchers investigate the impact of 37
passive design parameters.

Germany, which is a country that gives high importance to energy saving, sets
a CO2 emission reduction target for 2020. Especially for buildings, it is suggested
that heat-demand reduction should be in the level of 20 per cent by 2020 when
compared to 2010. Other European countries also aim to reduce the greenhouse
emissions in the building sector, and in this context, directive of the European
Parliament and of the Council on the energy performance of buildings announced
that, by the end of 2020, EU states should assure that all new buildings must con-
sume nearly zero energy. In the nearly zero buildings, energy demand should be
met almost wholly from the renewable sources. nZEB are defined as energy saving
buildings with little or no CO2 emission and increased indoor thermal comfort.
Energy saving and minimum emission production are achieved by reducing the
energy demand and using renewable energy sources such as wind, solar, geother-
mal and water. The basic principles of sustainability such as recycling and reusing
are also the basis of the nZEB [79,80].

Schimschar et al. [81] examine the German energy performance buildings in
German building sector. Researchers claimed that Germany will reach their energy
end emission reduction targets by 2020. In Finland, the first house that is designed
with the objective of minimum energy consumption is monitored for 3 years. With
using the input data that is collected from monitoring, it is estimated that the cost of
additional investments for energy efficiency usage pays itself back in 5–6 years
[82]. Pylsy and Kalema [83] found that for reducing the space-heating energy, the
most important parameter is thermal insulation. Due to Saari et al. [84], repay time
of the heating systems depend on the interest rate and building construction.
Hamdy and Siren [85] developed a multistage simulation-based optimization
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methodology to find the cost-optimal and nearly zero energy-building solutions.
The methodology is applied to a single-family house in Finland, and several
combinations of building-envelopes, heat-recovery units, cooling and heating
options, as well as solar-thermal and PV solar systems are explored with a
suitable number of iterations. Cakmanus [86] argued that the construction of nZEB
does not require huge investments. The first costs do not exceed 10 per cent. In this
context, increasing the performance of the building envelope (to minimize heating,
cooling and ventilation loads), free cooling for residual loads, heat recovery, ther-
mal storage, natural ventilation, use of renewable energy sources, use of high
efficiency HVAC systems, etc. need to be considered.

After evolution of nZEB, new discussion began in 2007 about smart buildings
with lowest cost and environmental impact over the building lifecycle. The use of zero
energy in buildings has become even more important because of the increase in fuel
prices which led to ‘fuel poverty’, and it has attracted the attention of a wider inter-
national audience. The United Kingdom was the first country to provide an original
definition of zero carbon homes in late 2006s [87,88]. At the same time, a new defi-
nition came from the USA initiated by Torcellini et al. [89]. Torcellini defined ZEB as

A net zero-energy building (ZEB) is a residential or commercial building
with greatly reduced energy needs through efficiency gains such that the
balance of energy needs can be supplied with renewable technologies.

For zero energy buildings, significant technological developments have been attracting
attention in the last few decades especially for insulation materials in building tech-
nology, renewable energy utilization equipment and stricter building regulations on
energy efficiency [90]. Thormark [91] points out the importance of the building
material to decrease the life cycle energy use of the buildings. Day by day, ZEB
demonstration projects increases. Kristjansdottir et al. [92] redesign the previous
concept for a single-family Zero Greenhouse Gas Emission Building (ZEB). The new
model that researchers proposed has 78 m2 PV area which is 19 m2 larger than the
previous design. The insulation material is changed to glass wool insulation with low
carbon concrete. However, their new design does not meet the new ZEB model.
Panagiotidou and Fuller [93] compare the four ZEBs with each other. Each of them
settled in different countries with having different climatic conditions, legislative
context and building technologies. The buildings are ‘Home for Life’ EnergyPlus
Building in Norway, the ‘Solar House’ Autonomous ZEB in Germany, the ‘EcoTerra
House’ Net-ZEB in Canada and the ‘CarbonLight Homes’ Near-ZEB in the United
Kingdom. Due to their study, it is informed that, ZEBs are still in demonstration in
2013 and there is an absence of a mass implementation for the concept. Nowadays,
renovation towards nZEB is an important goal in many European countries. From 2013
to the present day, several researches design nZEB and ZEB [94–96].

2.6.2 Classification of clean energy generation systems
Clean energy or so-called renewable energy generation systems, varying from solar
to geothermal, hydrogen to wind power must be located where the natural energy
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flux occurs, like inside or around the buildings, unlike conventional fossil-fuel
generation systems. Renewable energy generation technologies have the largest
percentage of the cost as the construction cost unlike fossil fuel energy generation
techniques since they do not have fuel costs.

Renewable energy generation systems can be classified into three titles such
as: active systems, passive systems and hybrid systems which are formed by cou-
pling different clean energy generation systems with each other or with conven-
tional fossil fuel energy generation systems.

2.6.2.1 Active systems
Active clean energy generation systems cover wind turbines, solar energy collec-
tors, solar chimney and fuel cells, which are explained in this section shortly.

Small wind systems
The wind energy comes from the pressure differences in the atmosphere in the form
of air currents. Electricity generation by wind energy is achieved by converting the
kinetic energy of the wind (motion) into first mechanical energy, then to electrical
energy. No harmful gases are released to the atmosphere during the energy
recovery from the wind, and there is no cost of transporting raw materials as well.

For harvesting wind energy, wind turbines are used, which are relatively
simple machines operated very simply and for a long time with a little maintenance
cost. Also, the investment cost of wind system is less than the solar system of the
same size [97].

Wind turbines are modular, can be manufactured in any size (capacity) and can
be utilized alone or in groups. If desired, they can be disassembled in a short time
and moved to another place as they can be transported in fragments without pro-
blems. Their life span is about 25–30 years and pay pack times of such investments
are about 5–6 years. In the simplest sense, a wind turbine shown in Figure 2.9

Figure 2.9 Şamlı wind power plant-Balıkesir-Türkiye [99]
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consists of three parts: first and most important part is the propeller which rotates
when the wind blows, so that kinetic (motion) energy is obtained by wind energy.
Second, there is the shaft connected to the propeller, which transmits the rotation to
the generator and the generator where electrical energy is produced by electro-
magnetic induction [98].

Capacity of a wind turbine varies between 20 kW and 1.5 MW depending on the
size of the turbine (blades). These can be coupled to an energy production system of
a building or a cluster of buildings according to the required electrical energy.

Fuel cell systems
Hydrogen, which is one of the most abundant elements in nature, has an important
place in alternative energy sources. The systems that uses hydrogen energy to
obtain direct current electrical energy are known as fuel cell systems. Fuel cells
have become one of the most important clean energy production methods due to
their high efficiency, reliability, quietness, robustness, ability to generate high
power and environmental friendliness because of their low emissions. On the other
side, usage of fuel cell requires a lot of information and advanced technology, also
system costs are a little more when it is compared to other clean power generation
systems.

Fuel cells can be used in portable devices mostly in transportation and services
sectors and mobile devices (mobile phones or computer-based mobile applica-
tions), as well as in modular buildings and domestic power generation and cogen-
eration applications as it is given in Figure 2.10 [100,101].

Hydrogen–oxygen or hydrogen–air is required to operate the fuel cell. The fuel
cell is formed by an electrolyte that is placed between two electrodes. Air passes
over the anode surface. While the electrons are transported through the cathode by
the external circuit, hydrogen ions move through the electrolyte to the oxygen
electrode. Water is produced by the reaction of electrons with oxygen and hydrogen
ions in the cathode. Electricity is generated by the flow of electrons through the
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Figure 2.10 (a) Schematic representation of a fuel cell and (b) a proton exchange
membrane fuel cell (PEMFC) fuel cell (Courtesy of Özgirgin,
Reference [100])
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external circuit. As a by-product in the fuel system, water is obtained in the form of
heat and steam and can be used on-site if required.

Fuel cells are classified accordingly due to the electrolyte usage types [102]:

● alkaline fuel cells,
● polymer electrolyte membrane or PEMFCs,
● phosphoric acid fuel cells,
● molten carbonate fuel cells and
● solid oxide fuel cells.

The choice of the type of fuel cell to be employed in the system depends on the
application area, air/oxygen feeding method and energy demand. Commercially
available fuel cell capacities vary from 5 kW to almost up to 1,000 kW. Used in
modules (stacks), higher power can be utilized for necessary applications.

Some of the active solar energy systems are as follows:

1. Flat plate/Heat pipe solar collectors for water heating or space
Solar energy is the most important and popular source of renewable and clean
energy which is provided by the sun in the form of solar radiation. Solar energy
technologies do not produce any emissions, are relatively cheap, maintenance
costs are low, do not require highly qualified staff and easy to implement.
These technologies are classified into two such as active and passive solar-
energy technologies. Active technologies cover water or air heating (using
collectors), space heating and cooling, boiling or superheating water for
expanding in steam turbine (mechanical energy generation). The first two
applications are suitable for utilization in buildings [103].

There are some disadvantages though: solar energy is very low in winter and
it is not available during night-time. Also, since solar energy is not continuous,
it should be stored using batteries, heat storage tanks, etc. which increase the
investment cost. While implementing, it is important that, there should be no
obstacles around the solar systems, which can shade. Another problem is that,
for maximum efficiency, sun rays should strike the solar systems vertically, for
that sun-tracking systems are sometimes used which also increases investment
and maintenance costs [103].

Useful energy in forms of heat or hot water can be utilized with the help of solar
energy collectors. Solar energy collectors are special heat exchangers that transform
solar radiation energy of the sun into internal energy in the form of hot water or hot
air using active mechanical systems such as pumps or fans as seen in Figure 2.11.
Energy is carried to the demand point with the help of heat transfer fluid [104].

There are two types of solar collectors:
(i) Non-concentrating or stationary collectors have the same area for inter-

cepting and absorbing solar radiation. Examples of these types are flat
plate collectors and evacuated (vacuum) tube collectors [103]. These
have a simple geometry, they are easy to utilize and cheap, but they have
lower efficiencies. These are suitable for low temperature applications,
and usually used in single or multiple buildings thermal systems.
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(ii) Concentrating collectors usually have sun-tracking mechanism, concave
reflecting surfaces to intercept and focus the sun’s beam radiation to a
smaller receiving area. They have higher efficiencies compared to non-
concentrating collectors since they increase the radiation flux, but they
are expensive and complex structures. Examples are compound parabolic
collector, parabolic trough collector, linear Fresnel reflector, parabolic
dish and central receiver. Concentrating collectors are suitable for high-
temperature applications but most of the time they are used for cen-
tralized electricity or heat production.

Home size thermal collector applications utilizing flat plate or evac-
uated tube type collectors are easily coupled with district heating sys-
tems; they increase the systems thermal efficiency and decrease the costs
for heating water or space heating applications [103].

2. Solar chimney:
The solar chimney power plant (SCPP) is one of the most beneficial applica-
tions of solar power. Is a device, which produces electricity with the help of the
wind turbine, placed in the centre of the chimney, driven by airflow generated
by buoyancy resulting from greenhouse effect inside the collector. SCPP sys-
tem contains various components; the solar collector, chimney, wind turbine
auxiliary connecting equipment and sometimes heat exchangers. The collector
heats up ambient air entering the system by buoyancy force [105]. The hot air
leads to a flow through the turbine and drives the pressure-staged turbine in the
chimney base to generate electricity [106]. A simple schematic of the chimney
can be seen in Figure 2.12 [107].

When compared with the conventional power-production methods, SCPP has
a lot of advantages which can be summarized in the next few lines. Their design
procedure is easier, power generation cost is lower, have higher operational
reliability and few running components, maintenance costs are cheaper,
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Figure 2.11 Schematic view of solar collector system (Adapted by [104])
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environmentally friendly and the turbines can be ran continuously in a stable manner
[108]. In addition, it can partly or wholly meet electricity demand in regions where
conventional fossil fuel resources are limited, and they can be coupled to inter-
connected line to cover a buildings or group of buildings electricity demand.

2.6.2.2 Passive systems
Passive systems include solar PV power and thermal storage wall, which are
described in this section.

1. Solar PV systems
PV refers to the direct generation of electricity by solar irradiation by PV
effect. PV cells or so-called solar cells are often made of silicon material,
which is manufactured on the forms of plates of different sizes and shapes,
including square, rectangle and concave.

PV equipment has no moving parts and, as a result, do not require massive
maintenance. PV systems have a long life and they generate electricity without
producing harmful emissions, in a very silent way. They can be built in almost
any size and they are highly reliable. On the other hand, their efficiencies are
relatively low and for high powers, a lot of space may be required [103].

A solar cell, which is a solid-state electrical device (p–n junction) that
operates as a semiconductor diode, absorbs the solar energy (photon) and then
raises an electron to a higher energy state, and then the flow of this high-energy
electron to an external circuit produces electricity [109].

During the day, the energy produced in large batteries can be stored for use
in the absence of the sun. So storing electrical energy in batteries is one of the
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Figure 2.12 Schematics of a transformation (Permission from the Elsevier,
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most important aspect of PV systems which increases the investment costs
relatively. A typical home size PV application can be seen in Figure 2.13.

2. Solar wall (thermal storage wall)
A thermal storage wall is a large panel, which has a high-capacitance

directly coupled to the inside of a building. Absorbed solar radiation reaches
the room by conduction through the wall from which it is convected and
radiated into the room or by the hot air flowing through the air gap between the
room and the wall as it is given in Figure 2.14 [103].

Solar heated fresh air is distributed to the building through the existing HVAC
system or with separate air-conditioning fans or sometimes flow directly into the

Figure 2.13 A typical PV application [110]
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room by thermophonic effect. There are different constructions of the Solar Wall
technology based on an energy requirements of a building or according to the
requirements of the costumers; however, one of the most common application of
thermal storage wall can be seen in Figure 2.14. The most important component
of the system is the exterior part which is the solar cladding which is heated by
the solar radiation from the sun [111].

2.7 Conclusion

Building sector is the largest end use energy consumer; therefore, minimizing the
energy consumption in buildings has a key role in order to reduce emissions and
fuel energy consumption. In the whole world, new specific policies are still devel-
oping aimed to reduce energy consumptions, green gas emissions, pollution and
increase quality of the indoor comfort level, productivity, usage of recycling material
by using renewable energy sources. In the light of above, this study draws attention
on the use of renewable energy applications, the evaluation of building performance
and clean energy use, certification systems for sustainability ratings of residential
GBs. Due to the current investigation, following observations can be made:

● In sight of the reviewed papers, authors suggest that for each country as cli-
matic, geographic, social, economic and cultural aspects are differ from each
other; each region may have different priorities in the raking system. There-
fore, for each country, it is important and crucial to develop their own ranking
systems or they should use international GB rating tools.

● There are different modelling approaches, which use the data of the buildings
to simulate the energy consumption or more over to construct, classify and
rank the buildings. In this aspect of energy demand, modelling has a key role.
When the demand is estimated, it is divided in several loads and the demands,
which are to be supplied, are distributed on different generation technologies
(heat pump, chiller, etc.) and energy sources (electricity, gas, renewable, etc.).
In this aspect, the authors explained the variety of clean energy sources, which
can be utilized in buildings.

● GB incentives are very important for motivating the construction and owner-
ship of GBs. Recent studies show that, even the governments are more
involved in providing incentives, private sector’s role is getting bigger and
bigger every day. For increasing the awareness of GBs, increasing awareness
of knowledge on incentives is very important as the way, quality and quantity
of the promoting incentives distinguishes the GBs.

● In the last few decades, building design towards clean energy generation
becomes a popular title in all over the world. Building transformation starts first
with minimizing the energy demand with passive solutions, which is known as
passive buildings. Then, it goes with nZEBs. Authors suggest that, as nZEB are
the most efficient way to conserve natural resources and minimize greenhouse
emissions, it has a pioneer role for planning the future.
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Chapter 3

Performance monitoring of a 60 kW
photovoltaic array in Alberta

Oksana Treacy1 and David Wood2

Solar photovoltaic (PV) systems are relatively new and there is not a large amount
of performance data available for them with which to compare design calculations.
This comparison is also necessary to provide confidence that newer systems will
perform as predicted. This chapter describes a year’s monitoring of a 60 kW PV
system near Strathmore, Alberta, latitude 51�, installed in November 2016. The
modules were flush mounted to a roof with 8� of pitch. There was no shading and
the installation was near an Alberta Department of Agriculture meteorological
station which provided the weather data. The measured capacity factor was 13.8%,
and there was a loss of 11%–12% of the yearly production to snow. We demon-
strate that satellite-based production forecasts of the array irradiance under-
estimated the solar resource at this location. The predictions of actual energy
production from two different modeling tools showed that the more detailed
System Advisor Model software was more accurate than RETScreen.

3.1 Introduction

It is well known that solar photovoltaic (PV) systems are declining in cost and
increasing dramatically in numbers [1]. Many of these systems are small and fall in
the category of distributed generation, whereby they feed into the local electricity
grid. In the fall of 2016, Wheatland County installed a 60 kW power plant on the
roof of its administration building about 50 km east of Calgary and were then keen
to analyze its energy and financial performance. The research described in this
chapter concentrates on performance to answer the following key questions:

● Is the system performing as designed?
● What features of the operation are important for future PV system designs?

The Wheatland County PV project is part of a province-wide effort to develop
renewable energy, which is key to Alberta’s strategy for reducing carbon

1Skyfire Energy, Canada
2Department of Mechanical and Manufacturing Engineering, University of Calgary, Canada



emissions. Southern Alberta has excellent solar resources as documented by
Environment Canada (http://www.nrcan.gc.ca/18366) but also has very cheap
electricity, mostly produced by fossil fuels [2]. At present, the payback period for
unsubsidized PV systems in Alberta is over 15 years, but this is expected to fall
with the continually decreasing cost of PV modules and rising electricity prices.

The installation is located ~270 m from the Alberta Department of Agriculture
meteorological station which provided the weather data. The following section
describes the PV system, followed by the weather monitoring methodology. The
simulations of system performance using RETscreen and System Advisor Model
(SAM) are detailed next and compared to the 1-year actual performance data. The
subsequent section describes the minor malfunctions and failures. Next, we con-
sider the effects on electricity production of the weather in terms of irradiance,
wind speed, and ambient temperature. We then revisit the prediction of system
performance, now using the measured irradiance. The final section has the
conclusions.

3.2 Description of the PV system

The system consists of 215 Canadian Solar 280-Watt Mono-crystalline modules [3]
flush-mounted facing south at the roof angle of approximately 8� to the horizontal
position. This is less than the optimal angle for a fixed array, which is around 40�

for this latitude (51�), but the advantages of flush mounting were viewed as justi-
fying the slight loss in performance. These include ease of installation and mini-
mization of shading. There was no shading of the system at any time of the year
from any source. This considerably simplifies the analysis of the performance as
models for the effects of shading tend to be either simplistic and uncertain or
complex and difficult to implement, e.g., [4]. The 60.2 kW system rating refers to
direct current (DC) generated by the modules. Figure 3.1 shows the layout of the
plant which takes advantage of the maximum available roof area.

Four 14.4 kW SolarEdge inverters convert DC electricity to alternating current
(AC), with a total output of 57.6 kW. Each of the four inverters is connected to
three strings of modules, a string being a sequence of modules connected in series.
There are 18 modules in each string, except for the first string which has only 17
modules. The modules in each string are set up in pairs, with a power optimizer and
monitor provided per pair. The exception is one module in the first string that is
individually optimized and monitored. Optimizers implement maximum power
point tracking (MPPT) for each pair but do not convert DC to AC. MPPT aims to
achieve the highest possible power output even when modules are partially shaded
and when the insolation and cell temperature changes [5].

Electricity production data was collected directly at the administration building
from December 2016 to the end of December 2017. The system performance data
is available on-line in real time via SolarEdge monitoring software, which records
electric output variables at 15-minute time intervals. Figure 3.2 shows a sample
screenshot of the SolarEdge monitoring software. In December 2016, the system
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operated for only a part of the month. Therefore, data for that month was excluded
from the analysis. This chapter considers one year’s data from January 1 to
December 31, 2017.

3.3 Weather monitoring

Strathmore IMCN weather station, managed by Alberta Agriculture and Forestry, is
situated near the administration building, as shown in Figure 3.3, making it possible
to obtain accurate solar irradiance, wind speed, temperature, and precipitation
measurements for the site. The station provides hourly averaged and daily weather
data for download (https://agriculture.alberta.ca/acis/alberta-weather-data-viewer.
jsp). Ten years of historical weather data is also available and was analyzed to
obtain a 10-year average solar insolation shown in Figure 3.4.

215 × 280 W Solar modules
Total capacity: 60.2 kWdc

Roof slope: ~ 8°
Solar Azimuth: 180°

N

Figure 3.1 Schematic of the 60 kW system (top) and partial screenshot of the
web monitoring system (bottom)
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Figure 3.2 Screenshot of the data shown on the web monitoring system

Figure 3.3 Photograph of the meteorological station (https://agriculture.alberta.
ca/acis/alberta-weather-data-viewer.jsp)
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3.4 Electricity production modeling

The first-year energy production was forecast by the installer to be 65,186 kWh
using RETScreen from Natural Resources Canada; the monthly breakdown of
electricity production is given in Table 3.1. RETScreen models the installation
angle and the module and inverter characteristics and estimated losses from the
solar PV system, http://www.nrcan.gc.ca/energy/software-tools/7465. Note that
energy production degrades over time as all module efficiencies monotonically
decrease—by about 10% over the 20þ-year lifetime of well-made modules—so it
is important to specify the year for which the production is modeled. RETScreen is
freely available, but a license fee must be paid to allow the saving of the output
files. It utilizes satellite data from NASA to approximate local weather conditions.
RETScreen has some modeling limitations. For example, loss estimates are all
user-defined and can only be entered on an annual basis. Thus, a miscellaneous loss
of 13.5% accounts for snow in the winter, differences between modules and other
losses. This loss factor was derived from the installer’s experience in the area.
However, this approach can result in overestimating winter and underestimating
summer energy production for the system.

An alternative modeling software, the open-source SAM provided by National
Renewable Energy Laboratory (NREL), was also used, https://sam.nrel.gov/. SAM
provides a more detailed PV performance model and allows a more extensive set of
input parameters, such as different weather files, inverter characteristics, and var-
ious loss factor. SAM predicted a production of 62,238 kWh in year one, 4.5%
lower than the RETScreen forecast.
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Part of the difference in predicted energy arises from the different methods used by
RETscreen and SAM to generate satellite-based solar irradiance forecasts. The former
uses NASA’s automated database of satellite-derived daily values of surface meteor-
ological parameters for a 30þ-year period and in near real time [6]. SAM employs the
Physical Solar Model to estimate solar irradiance in Canadian locations [7]. The two
satellite-based estimates for Wheatland County are plotted in Figure 3.5 and compared
to Strathmore weather station’s 10-year average ground data from Figure 3.4.

Both sets of satellite data predict lower annual average values for solar irra-
diance than the ground weather station data. NASA annual average is 5.5% lower
than ground data, while NREL is 6.5% lower, with the difference especially
pronounced for irradiance during the winter months.

It is not uncommon for satellite-derived data to vary significantly from ground
measurements. The uncertainty associated with satellite-derived data is estimated to
range from 5% to 17% [8]. Uncertainty of satellite-derived solar data arises from
many sources: errors and gaps in imagery; terrain, albedo, snow, and spatial resolu-
tion; influence of clouds; presence of aerosols, to name a few. Improving the accu-
racy of solar resource estimation is an important topic for researchers worldwide.

Thus, in the case of Wheatland County administration building, the PV installa-
tion can be expected to perform better than originally projected, because the satellite
data used to predict its performance tends to underestimate the actual solar resource.

Of major concern for Canada, RETScreen does not have the capability to
estimate snow losses. The estimated snow impact is lumped into the annual mis-
cellaneous loss factor. SAM, on the other hand, can forecast snow impact using
snow depth data. The closest source of local snow depth data is the Calgary Airport
weather station (~50 km away). To generate the SAM forecast, an average of all
available measurements of snow depth since 2010 was calculated after discarding

Table 3.1 RETscreen predictions and measured monthly energy production

Month Predicted
insolation-
tilted (kWh/
m2/day)

Actual
insolation-
tilted (kWh/
m2/day)

Predicted
energy
(MWh)

Actual
energy
(MWh)

Difference
in energy
(%)

Monthly
capacity
factor
(%)

January 1.35 1.76 2.211 1.888 �14.6 4.23
February 2.30 2.67 3.336 1.999 �40.1 4.96
March 3.60 4.07 5.617 4.858 �13.5 10.9
April 4.95 4.60 7.167 7.236 0.96 16.8
May 5.60 6.35 8.169 10.556 29.2 23.7
June 5.87 6.83 8.148 10.902 33.8 25.2
July 6.22 7.02 8.795 11.24 27.8 25.2
August 5.29 5.81 7.541 9.32 23.58 20.81
September 3.95 4.39 5.621 6.852 21.91 15.81
October 2.71 2.72 4.141 4.419 6.70 9.87
November 1.61 1.84 2.484 1.854 �25.38 4.28
December 1.2 1.43 1.956 1.419 �27.44 3.17
2017 Totals 44.65 49.53 65.186 72.54 11.28 13.76
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the obviously erroneous data, such as the negative values and the large positive
ones in the summer months. Once the snow depth data is imported into the program,
SAM models snow impact based on this data and other parameters, such as the tilt
angle and temperature. SAM calculated a snow loss of 8.36% for the Wheatland
County system. The accuracy of this estimate may be affected by the low quality of
snow depth data and the low tilt angle (8�), which is slightly outside the range of
10–45� for which the SAM method was developed. For comparison, an empirical
5-year study of snow impact in Alberta measured the average annual snow loss of
~4% for low tilt angles [9].

The total energy produced in 2017 (72.54 MWh), exceeded the RETscreen
forecast by 11.3% and the SAM one by 11.7%. The actual production corresponds
to a yearly capacity factor of 13.76% and an energy yield of 1,205 kWh/kWdc
(1,259 kWh/kWac). During winter, the electricity generation was significantly
below expectations, while exceeding predictions in the spring/summer, see
Table 3.1. Solar insolation was also above forecast by 10.93%.

3.5 Malfunctions and performance issues

Between February 15 and March 22, one string of 18 PV modules was not opera-
tional due to a hardware issue, resulting in an estimated loss of 0.3–0.4 MWh in
electricity generation, as shown in Figure 3.6, which compares energy production
between it and the adjacent strings. Production loss was estimated by calculating
the difference in energy generation between the failed string and the adjacent
strings during that period.

From early September to early December, the module pair numbered P3.1.4 con-
tinuously underperformed, compared with all the surrounding modules (see Figure 3.7).
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One of the modules in the pair was replaced on December 7. It was found to have a
faulty bypass diode. The total energy loss due to this issue is 10 kWh, which was
estimated by comparing electricity production with the adjacent module pairs.

Overall, losses due to operational issues described above total between 0.3 and
0.4 MWh, which represents ~0.5% of the annual production. Therefore, the 2017
solar PV electricity generation was not significantly affected by these malfunctions.

In a PV system, differences between PV modules are unavoidable. They are
mainly caused by manufacturing tolerance mismatch, soiling and shading of the
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modules, uneven module aging, and different orientations, although the last two are
not applicable to the current study. A major advantage of controlling individual
module performance via micro-inverters or power optimizers is the ability to
quantify any mismatch between the modules. A system or a string inverter cannot
do this. A high mismatch between modules may indicate underperforming mod-
ules. On the other hand, a high mismatch may also be attributed to specific site
characteristics, such as partial shading of some modules, so it is important to
consider these characteristics when analyzing a site’s mismatch.

The SolarEdge monitoring system provides mismatch analysis for detecting
modules that may be underperforming, by comparing each module’s peak power
and energy production to the average of all modules in the system. In the absence of
malfunctions and shading, energy and power produced by modules of the same
orientation and tilt angle are not expected to deviate from the average by more than
6% [10]. Figure 3.8 presents the results of module energy mismatch analysis at the
inverter level. Module energy mismatch exceeds tolerances throughout the winter
months. Energy mismatch is indicative of the effect of snow throughout the winter
which is likely to be unevenly distributed over the modules. It also points toward
the string malfunction at Inverter 3 in February–March, which saw much higher
mismatch percentages than the other three inverters during that time. From March
to October, module mismatch was well within tolerance, indicating uniformity in
system performance. Then in November, snow impact is seen again. In general,
module mismatch analysis results are in good agreement with the findings of sys-
tem performance evaluation in the previous sections. However, the mismatch
analysis is only available monthly and did not detect the faulty bypass diode in
P3.1.4. If the mismatch analysis could be executed on just one clear sunny day, it
should be more effective in detecting such operational issues.
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3.6 Effect of weather on performance

Figure 3.9 shows the relationship between irradiance and power output over the
year. As solar irradiance increases, so do the current and power generated by
the PV modules. The measurements that fall significantly below the trend line were
recorded during or immediately after snow events or malfunctions.

The operating temperature of the PV cells has a significant impact on the
voltage, and subsequently on the power generated, with hotter temperatures
decreasing efficiency. While cell temperatures are rarely measured directly, they
correlate with ambient air temperature. PV cells produce heat and thus operate at
temperatures that are significantly higher than ambient. PV manufacturers provide
temperature coefficients for voltage and power on the module datasheet. For the
Canadian Solar modules in Wheatland County, the power and voltage decrease
by 0.41% and 0.3%, respectively, for each �C increase in cell temperature [3].
Figure 3.10 demonstrates the relationship between ambient temperature and array
efficiency in Wheatland County, where the efficiency is calculated as the ratio of
daily AC electricity generated by the array to the solar insolation. This data was
analyzed from May to September 2017, so as not to include any values affected by
snow accumulation. As can be expected, there is a decrease in array efficiency with
increasing ambient temperatures.

Wind has a secondary effect on PV electricity production, as it helps to cool
the cells, thus increasing their efficiency. However, since the cell temperature is
rarely measured directly, the relationship between wind speed and efficiency is a
complex one. This is illustrated in Figure 3.11, created with data recorded during
snow-free months of 2017. It shows a slight increase in array efficiency with

0
0 5 10 15 20

Insolation, Tilted (MJ/m2)
25 30

y = 15.952x – 38.436
R2 = 0.9061

35

50

100

150

200

PV
 e

le
ct

ric
ity

 p
ro

du
ct

io
n 

(k
W

h)

250

300

350

400

450

500

Figure 3.9 Power production as a function of irradiance for the year

54 Energy generation and efficiency technologies



increasing wind speeds measured at 10 m, although the correlation is weak. Mea-
suring cell temperature directly would be necessary to establish a stronger corre-
lation between wind speed and PV electricity production.

Snow accumulation on the modules has a direct impact on electricity produc-
tion, as illustrated in Figure 3.12. While the electricity production normally follows
the solar irradiance, the correlation breaks down during and after significant winter
precipitation, when electricity production can be reduced even at high irradiance
levels.
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3.7 Simulation of system performance with
actual irradiance

RETScreen was rerun using the actual monthly temperature and solar insolation
averages, while adjusting the miscellaneous loss factor. A match to the actual
annual electricity production of 72.54 MWh is achieved with a loss factor of
11.88%. The predicted and measured monthly production shown in Figure 3.13
demonstrates that RETscreen underpredicts the summer performance and over-
predicts that in winter, because snow losses contribute significantly to the mis-
cellaneous loss factor.

The RETScreen results can be used to infer the actual losses due to snow in
2017. It is possible to obtain a good match of electricity production from May to
August 2017 by setting the miscellaneous loss factor to 0.1%, which is very low
and demonstrates excellent system performance in the absence of snow. It can then
be argued that most of the losses on the annual basis (11.88%), except for mal-
functions (~0.4 MWh, or 0.5%), resulted from snow accumulation on the array.
Therefore, the loss in energy production due to snow in 2017 is estimated to be
11.28%. To put this into perspective, NAIT’s 5-year study [9] measured an average
snow loss of 4% at low tilt angles, while the SAM snow loss model calculated it to
be 8.36% based on the average snow depth data from the Calgary International
Airport. Therefore, it appears that the empirical study results may not be applicable
at the very low tilt angles (8� versus 14� for the lowest tilt angle in the NAIT study)
and that year 2017 saw more snow than average.

To model the 2017 system performance in SAM, actual hourly measurements
of temperature, Global Horizontal Irradiance, and wind speed from the Strathmore
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weather station were combined with the 2017 daily snow depth data from Calgary
International Airport, while Direct Normal Irradiance was estimated using the
DISC (Direct Insolation Solar Code) model from NREL, https://www.nrel.gov/
grid/solar-resource/disc.html. The results are shown in Figure 3.14. A match to the
actual annual electricity production of 72.54 MWh was achieved by adjusting DC
wiring and diodes/connections losses to 0.25% and 0.3%, respectively. The calcu-
lated snow loss is 11.65%, which is in good agreement with the 11.28% loss
inferred from the RETScreen history match. Figure 3.14 shows a comparison
between actual and calculated monthly electricity production. As can be expected
with the more detailed modeling tool, there is a better match with the SAM-
generated monthly predictions than with those by RETScreen. Discrepancies may
be due to the lack of local snow depth data, and the low tilt angle (the SAM snow
model is designed for a tilt angle of 10–45�, versus 8� in Wheatland County).

3.8 Conclusions

This evaluation of the solar PV installation in Wheatland County focused on its
technical aspects and weather influences. From the energy perspective, electricity
yield in the first full year of operation exceeded projections by 11.28%, achieving a
capacity factor of 13.76%. This was despite the impact of snow (11.65% reduction
in power output) and malfunctions (0.5% reduction). The superior performance was
due to the solar resource being better than expected and the system losses being
lower than anticipated.
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Two different modeling tools were compared in effectiveness of matching
actual energy production. The more detailed SAM software achieved a better match
than RETScreen. Most satellite models tend to underestimate the local solar
resource and should be compared to ground measurements whenever possible for
more accurate performance prediction in the future.

Overall, system monitoring of the 60 kWdc rooftop solar PV system in
Wheatland County demonstrated a high degree of reliability.
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Chapter 4

Environmental and economic evaluation of PV
solar system for remote communities using

building information modeling: A case study

Muhammad Saleem1, Rajeev Ruparathna2,
Rehan Sadiq1 and Kasun Hewage1

Photovoltaic (PV) solar energy has been a popular renewable electricity generation
source at the building and community levels. With the recent rise in the demand,
residential level PV installations have been under scrutiny primarily to improve their
efficiency. Electricity generation potential of a roof-mounted PV system depends on
the local PV potential, building orientation, shading effect, roof angle, and roof size.

Moreover, the economic viability of the PV system needs to be justified before
being implemented on site. This research investigates the optimal PV solar energy
potential (PvSEP) of a standalone rooftop PV system using building information
modeling (BIM). Two building shapes (square and rectangular), three roof types
(hip, gable, and shed), eight orientations (E, W, S, N, NE, NW, SE, and SW), and
nine roof slopes (starting from 10� to 50� with an interval of 5�) were analyzed at
two geographical locations in British Columbia (i.e., Kelowna and Fort St. Johns).
The BIM was created in the Autodesk Revit platform, and 432 simulations were
performed for each location using the Revit Architecture extension Insight. Results
indicated that even though location, roof angle, orientation, and roof types are
significant factors for PvSEP, building shape do not have a significant impact. This
has been consistent with the published literature. The PV system with the max-
imum PvSEP results in the minimum payback time and greenhouse gas (GHG)
emissions. This research aims to aid PV system installation decision-making by
using state-of-the-art technology during the pre-construction stage.

4.1 Introduction

IPCC Special report 2018 revealed that mankind is running out of time on the battle
against climate change [1]. Urgent action is required to substitute fossil fuels with
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renewable energy resources (RES). The building industry accounts for one-third
of the global greenhouse gas (GHG) emissions and is the main focus area in
climate change mitigation efforts. Recent policy-level developments evidenced that
Net Zero Energy Buildings (NZEBs) will be the future of the building industry. In
NZEBs, the building energy demand is minimized. The above-minimized energy
demand is then catered by renewable energy sources. As expected, there has been a
steady growth in renewable energy generation in the recent past. This growing trend
toward renewable energy has been identified as the third industrial revolution [2].

Solar energy is the most abundant RES available. Therefore, photovoltaic (PV)
electricity is the most popular RES in the world [3]. In most regions of the world,
solar electricity costs have drastically decreased in the recent past [4]. In Canada,
growth in the solar electricity sector has been rapid. In 2013, installations of solar
electricity systems grew by nearly 60% compared to the previous year. Despite the
challenges faced by the solar industry, Canada is today one of the top 20 solar
electricity markets in the world. Canadian solar electricity industry roadmap shows
that by the year 2020, 1% of electricity generation in Canada will be from solar
energy technologies, with almost 6,300 MW of installed capacity [5].

PV potential depends on a number of factors including location, PV solar
module angle, system efficiency, building shape, and roof types. Yet, the installa-
tion of the PV solar system has been conducted as a quick fix in the pursuit of
NZEB, without following a detailed evaluation process. Optimal utilization of PV
potential should be evaluated from the pre-construction stage to maximize the
value of the investment while supporting the global sustainability movement.
Building information modeling (BIM) is a decision support platform that can be
used to determine building design with the highest solar potential. BIM is the
process of developing and managing digital information-rich models for construc-
tion projects [6]. BIM offers a reliable basis for decision making over an assets’ life
cycle considering aspects such as cost, sustainability, and facilities management.
BIM applications in the construction industry have increased significantly due to
the platform’s ability to integrate information and optimize processes [6,7]. The
ability of BIM to conduct solar analysis would support key decision making on
building orientation and design during the pre-construction stage.

While solar energy availability varies widely across Canada, and additional
social, economic, and environmental factors affect the suitability of adopting a
solar PV technology at a particular location. This research aims to adopt BIM to
optimize the solar PV potential of residential buildings. A case study was used to
analyze the impacts of multiple parameters on PV electricity generation potential.
Different building designs were evaluated for two locations in British Columbia,
Canada (Kelowna and Fort St. Johns). A cost–benefit analysis and a life cycle GHG
emissions assessment were conducted to determine the most eco-efficient design
for a selected location.
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4.2 Literature review

Climate change mitigation is the major global concern in the recent past. Presently,
climate change initiatives can be observed at the global level (e.g., Kyoto protocol),
country level (e.g., Federal Sustainable Development Strategy Canada), local
government level (e.g., BC climate action charter), and community level [8,9].
Energy sustainable communities will assist in succeeding in the above task. Energy
sustainable communities are those that use RES and adopt energy-efficient mea-
sures to reduce demand [10]. Energy efficiency, energy conservation, and switch-
ing to RES are the foremost steps of establishing a sustainable energy system [11].
Hence, on-site electricity generation from RES is a central consideration in sus-
tainable urban neighborhood development [12,13].

Regional level energy and emission plans have been prevalent in Canada
during the recent past [14,15]. Long-range energy planning is vital to optimize
the available energy resources and to improve system cost and reliability with
maximized energy security. Climate change mitigation through renewable energy
has been a popular research topic in the published literature, especially in the
recent past [16–18]. Canada has a very large potential for solar energy use, and it
has excellent solar resources. Since 2007, there is an estimated 544,000 m2 of
solar collectors operating in Canada. They are primarily unglazed plastic col-
lectors for pool heating (71%) and unglazed perforated solar air collectors for
commercial building air heating (26%). Annually, these installations reduce
about 627 TJ of conventional energy use and reduce 38 Megatonnes of CO2 in
emissions [19].

4.3 Methodology and case study

Computer simulations were used to evaluate the PV solar energy potential (PvSEP)
under various scenarios. A sample building was identified and modeled using Revit
Architecture, a commonly used platform for BIM. An off-grid (often called stan-
dalone) PV system was selected for this research. The photovoltaic solar energy
potential (PvSEP) at a specific location depends on orientation, azimuth, types of
systems, system efficiency and available solar insolation (Kelowna and Fort St.
John). The PvSEP was simulated for two locations in BC using the software Insight
(an extension in RevitArchitecture). An hourly analysis was done for a whole year
starting from January 1, 2017, to December 31, 2017, from sunrise to sunset using
daylight saving time. PvSEP was evaluated for 432 scenarios by changing the
building orientation, building shape, roof type, and roof pitch. The following
assumptions were used in this study. Figure 4.1 illustrates the multiple scenarios
considered for PvSEP.
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(i) The roof area selected for this research was 200 m2. It was assumed that the
PV solar panels are installed on the entire roof area.

(ii) Building shape is a major determinant for solar potential. In this study, two
building shapes (i.e., rectangular and square) were considered to determine
the impact of building shape on PvSEP.

(iii) Different roof types have a different number of sides, which in turn impacts
the PvSEP. Typical roof types such as hip roof, gable roof, and shed roof has
four, two, and one sides directed toward the path of the sun, respectively. The
above three roof types (hip, gable, and shed roofs) were analyzed to compare
the impact of the roof type on PvSEP.

(iv) The tilt of the PV solar panel is another important determinant of PvSEP. It is
important to find the optimum roof pitch. Nine roof pitch values were
selected ranging from 10� to 50� with an interval of 5�.

The simulated solar performance scenarios indicated in Figure 4.1 were further
evaluated using the cost–benefit analysis. A simple payback period method was
selected and used to calculate cost–benefit analysis for PvSEP at the selected
locations. RSMeans Data 2017 for green buildings were used to estimate the life
cycle cost of a selected standalone PV solar system. Equation (4.1) was used to
calculate the payback period:

Simple payback time yearsð Þ ¼ Total cost of the PV system
Annual PvSEP � Tariff rate per kWh

(4.1)

Despite the GHG emission avoidance during the operational stage, there is a
significant embodied GHG content associated with PV panels. The GHG emission
rate was selected to determine the sustainability and greenness of the system. The

Building orientation

N NE E SE S SW W NW

Roof pitch

10° 15° 20° 25° 30° 35° 40° 45° 50°

Roof type

Hip Gable Shed

Building shape

Rectangular Square

Figure 4.1 Analysis scheme to calculate optimal PV solar energy potential
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GHG emission rate denotes how much GHG is emitted per unit of generated
electricity. For a solar PV system, the GHG emission rate is the ratio of total GHG
emissions of the PV system to the total electricity generated during its life
cycle [20]. This was calculated by using (4.2). The total GHG emission values
during the manufacturing phase of different solar PV system components were
obtained from the published literature and life cycle impact databases:

GHGe�rate ¼ GHGPV þ GHGBattery bank þ GHGInverter þ GHGSupports þ GHGBOS

ELCA�output

(4.2)

LCA software database and literature revealed the following results on the
embodied GHG emissions of PV systems. The embodied GHG emissions of a PV
solar system of 200 m2 and its batteries are 15,236.40 kgCO2 eq and 15,206.40
kgCO2 eq, respectively.

4.4 Results

Tables 4.1 and 4.2 indicate the maximum PvSEP for the rectangular- and square-
shaped buildings, respectively. The full simulation results from Insight are pre-
sented in Tables A1–A4 Appendix A. The shed roof is the most popular roof type in
British Columbia. The simulation results indicated that a south-facing shed roof
with 45� roof tilt can generate 46,562 kWh/year and 46,555 kWh/year at Kelowna
and Fort St. John locations, respectively. The maximum PvSEP of the shed roof is
30% higher than the hip and gable roof types.

Table 4.1 PvSEP comparison between Kelowna and Fort St. John for rectangular
shape building

Rectangular shape building

Hip roof Gable roof Shed roof

Orientation E, W NE, SW E, W E, W S S
Pitch Kelowna Fort

St. John
Kelowna Fort

St. John
Kelowna Fort

St. John

10 35,494 30,435 35,500 30,440 39,929 34,563
15 35,225 30,227 35,246 30,253 41,765 36,323
20 34,807 29,878 34,844 29,936 43,300 37,809
25 34,317 29,447 34,375 29,567 44,577 39,042
30 33,716 28,948 33,805 29,145 45,523 40,041
35 33,035 28,388 33,171 28,660 46,166 40,752
40 32,283 27,820 32,478 28,145 46,522 41,217
45 31,463 27,241 31,718 27,578 46,562 41,402
50 28,598 26,630 30,875 26,944 46,282 41,312
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The simulations further revealed the following results related to the PvSEP.

● Location: The orientation with maximum PvSEP for the hip roof is different
for the two cities. However, PV systems installed on gable and shed roofs in
Kelowna and Fort St. John have a maximum PvSEP in E and W orientation
and S orientation, respectively.

● The pitch of the roof: The optimum pitch of the shed roof is 45�, while hip and
gable roofs have maximum PvSEP with 10� roof pitch.

● Building shape: The simulation results indicate that the building shape has a
negligible impact on PvSEP.

● Roof orientation: Roof orientation has a significant impact on the PvSEP. In
Kelowna, hip and gable roofs have maximum PvSEP in the E and W orienta-
tion, while the shed roof has the maximum in south-facing orientation.

The total cost of the PV solar system deployed on the rooftop was determined
by adding the cost of the PV module, direct current to alternating current inverter,
deep cycle solar battery system, and battery charger. The battery system is neces-
sary for a standalone PV system. The above PvSEP results were adopted to conduct
further analysis of the PV potential. According to the analysis, a shed roof at 45�

has the minimum payback period at 16 years, while the hip roof at an inclination of
50� is associated with the longest payback period (28 years). The payback period
could be reduced by making use of renewable energy incentive programs. How-
ever, British Columbia is one of the few provinces in Canada without a major
rebate or tax credit program for renewable energy projects.

Life cycle GHG emissions potential of the PV system scenarios showed a similar
variation. Simulation results revealed that the GHG emissions rate of the shed roof is
16.35 g CO2 eq/kWh for Kelowna and 18.38 g CO2 eq/kWh for Fort St. Johns.

Table 4.2 PvSEP comparison between Kelowna and Fort St. John for square
shape building

Square shape building

Hip roof Gable roof Shed roof

Orientation N, E, S, W NE, SE, SW, NW E, W E, W S S
Pitch Kelowna Fort St. John Kelowna Fort

St. John
Kelowna Fort

St. John

10 35,502 30,452 35,513 30,458 39,945 34,584
15 35,201 30,207 35,240 30,233 41,759 36,299
20 34,789 29,872 34,862 29,930 43,322 37,801
25 34,246 29,426 34,359 29,546 44,558 39,015
30 33,636 28,931 33,811 29,129 45,531 40,019
35 32,936 28,385 33,189 28,659 46,190 40,751
40 32,152 27,815 32,498 28,147 46,550 41,219
45 31,269 27,215 31,714 27,565 46,555 41,381
50 27,028 26,628 30,898 26,959 46,316 41,335
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4.5 Discussion and conclusions

BIM is a valuable resource to identify best design configurations for a planned
building. The case study indicated multiple building design scenarios and their
respective PvSEP. This information informs architects making and altering their
decisions at the design stage of a building. The proposed methodology delivers a
sequential decision process that enables achieving of optimal environmental per-
formance for building-level PV systems. Other add-ons such as Talley would
enable the identification of the building design with lowest life cycle impacts.

A case study approach was used to assess a standalone PV system deployed on
a rooftop in two cities in British Columbia, Canada (Kelowna and Fort St. Johns).
For each location, 432 simulations were run in the software Insight for a real-time
analysis from dawn to dusk over the years, and the annual PvSEP was determined.
Kelowna has a higher PvSEP than Fort St. John due to higher solar irradiation.
It was also observed that the maximum PvSEP is obtained at different orientations
for different roof types. In a rectangular-shaped building, hip and gable roof types
have the maximum PvSEP in an eastern orientation, while the shed roof type has
the maximum PvSEP in a southern orientation. However, the shed roof had the
highest PvSEP compared to hip and gable roof types for square and rectangular
building shapes in both cities. Furthermore, PvSEP for different roof types varied
depending on the roof tilt or slope. PvSEP increases with an increase in the roof tilt
for a shed roof, while it decreases with an increase in the roof tilt for hip and gable
roofs for both building types in the case study locations. The results of this study
emphasize the importance of early decision making in the design phase when
installing a PV solar system on the rooftop is in consideration for the future.

A simple payback period method was used for economic analysis. The results
showed that the payback time varies between 18 and 27 years for different roof
types. The roof types with a higher PvSEP resulted in a lower payback time.
A battery bank is required for communities where grid connectivity is unavailable.
However, the battery bank accounts for approximately 36% of the total cost of the
system and would substantially increase the payback time. For a grid-connected PV
solar system, this payback time would be reduced up to 12 years for maximum
PvSEP scenarios.

PV technologies are considered to be a more sustainable source of electricity.
Compared with the traditional fossil-based power plants, one significant merit of
PV power systems is the potential to mitigate GHG emissions. Even so, the man-
ufacturing phase of PV technologies leads to significant embodied GHG emission.
However, with the emerging new manufacturing technologies, the environmental
and economic performance of PV technologies is expected to be further improved.
This advancement would result in an even higher GHG emissions reduction from
the PV solar system. Similarly, as observed in the cost–benefit analysis, a standa-
lone PV solar system has higher GHG emission due to the battery bank compared
to a grid-connected solar PV system with a similar configuration. Overall, the
installation of solar PV systems in cities would assist in achieving Canada’s GHG
emissions reduction targets.
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The rooftop PvSEP depends on the shading effect due to the nearby structures,
building footprint area, and the effective PV-available roof area [21,22]. Other
factors that affect the solar energy potential include the efficiencies of the solar
system, which in turn is dependent on the efficiency of the adopted PV technology
and physical deterioration [23]. In implementation first, it is vital to adopt the most
efficient technology that is available in the market. Second, orientation and build-
ing design should be investigated to maximize the PvSEP. These factors should be
considered in the pre-project planning stage with the support of the project owner’s
commitment to sustainable development.

Published literature on PV generation has been growing during the recent past.
Several innovative research streams include light detection and ranging data,
geospatial information and PV generation modeling for locational suitability for PV
[24]. Developing comprehensive tools that encompass technical, environmental,
and social parameters could enhance the PV energy planning in neighborhood
development. Due to the variability of regional PV potential, previous research also
explored the possibility of GIS-based solar mapping based on the biophysical and
socioeconomic factors [25]. Software such as RETScreen would assist decision
making with regard to technical parameters. Further work is necessary to develop
comprehensive decision-aid tools that bring together multiple platforms such as
BIM, GIS, and life cycle thinking to perform a comprehensive evaluation of the
regional PV implementation.

BIM carries important add-ons for evaluating the operational performance of
buildings. These features can be used to make crucial project planning and design
decisions. The case study assessed the PvSEP of a building in two different loca-
tions. The analysis indicated that the location, pitch, and orientation as key para-
meters impacting the PvSEP. The information obtained from the simulation would
provide information to adjust the building design accordingly. The BIM platform
could be integrated with other software such as MATLAB. Therefore, a compre-
hensive design optimization tool could be developed by integrating the BIM model
with economic and environmental performance evaluation algorithms. This
approach would simplify the building design development and enable optimizing
the solar potential in an area.
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Appendix A

Table A1 Annual solar energy potential for rectangular-shaped building in
Kelowna, BC (all values are in kWh/year)

Rectangular-shaped building

HIP roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 35,483 35,187 34,736 34,205 33,544 32,802 31,982 31,084 25,419
NE 35,489 35,213 34,757 34,215 33,555 32,825 32,051 31,235 30,374
E 35,494 35,225 34,807 34,317 33,716 33,035 32,283 31,463 28,598
SE 35,489 35,213 34,757 34,218 33,560 32,831 32,060 31,245 30,385
S 35,483 35,187 34,736 34,205 33,544 32,802 31,982 31,084 25,419
SW 35,489 35,213 34,757 34,215 33,555 32,825 32,051 31,235 30,374
W 35,494 35,225 34,807 34,317 33,716 33,035 32,283 31,463 28,598
NW 35,489 35,213 34,757 34,218 33,560 32,831 32,060 31,245 30,385

Rectangular-shaped building

Gable roof

Orientation 10� 15� 20� 25�� 30� 35� 40� 45� 50�

N 35,477 35,167 34,700 34,148 33,455 32,666 31,787 30,829 23,141
NE 35,489 35,213 34,756 34,214 33,553 32,820 32,045 31,229 30,367
E 35,500 35,246 34,844 34,375 33,805 33,171 32,478 31,718 30,875
SE 35,489 35,213 34,758 34,219 33,563 32,835 32,066 31,252 30,392
S 35,477 35,167 34,700 34,148 33,455 32,666 31,787 30,829 23,141
SW 35,489 35,213 34,756 34,214 33,553 32,820 32,045 31,229 30,367
W 35,500 35,246 34,844 34,375 33,805 33,171 32,478 31,718 30,875
NW 35,489 35,213 34,758 34,219 33,563 32,835 32,066 31,252 30,392

Rectangular-shaped building

Shed roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 31,024 28,568 26,099 23,717 21,387 19,165 17,052 15,096 0
NE 32,358 30,581 28,705 26,857 25,029 23,296 21,700 20,262 18,984
E 35,521 35,277 34,886 34,427 33,863 33,234 32,544 31,787 30,946
SE 38,651 39,890 40,871 41,652 42,174 42,458 42,515 42,330 41,891
S 39,929 41,765 43,300 44,577 45,523 46,166 46,522 46,562 46,282
SW 38,621 39,844 40,807 41,571 42,077 42,345 42,391 42,196 41,750
W 35,479 35,213 34,802 34,323 33,746 33,107 32,412 31,650 30,806
NW 32,328 30,536 28,646 26,786 24,951 23,213 21,615 20,173 18,893

Note: Bold values indicate highest solar energy potential for different scenarios.
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Table A2 Annual solar energy potential for square-shaped building in Kelowna,
BC (all values are in kWh/year)

Square-shaped building

HIP roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45�� 50�

N 35,502 35,201 34,789 34,246 33,636 32,936 32,152 31,269 27,028
NE 35,503 35,208 34,775 34,202 33,564 32,846 32,075 31,235 30,402
E 35,502 35,201 32,789 34,246 33,636 32,936 32,152 31,269 27,028
SE 35,503 35,208 34,775 34,202 33,564 32,846 32,075 31,235 30,402
S 35,502 35,201 34,789 34,246 33,636 32,936 32,152 31,269 27,028
SW 35,503 35,208 34,775 34,202 33,564 32,846 32,075 31,235 30,402
W 35,502 35,201 34,789 34,246 33,636 32,936 32,152 31,269 27,028
NW 35,503 35,208 34,775 34,202 33,564 32,846 32,075 31,235 30,402

Square-shaped building

Gable roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 35,490 35,162 34,717 34,132 33,461 32,683 31,806 30,824 23,158
NE 35,503 35,207 34,773 34,199 33,559 32,838 32,064 31,224 30,389
E 35,513 35,240 34,862 34,359 33,811 33,189 32,498 31,714 30,898
SE 35,504 35,208 34,775 34,204 33,569 32,853 32,084 31,247 30,414
S 35,490 35,162 34,717 34,132 33,461 32,683 31,806 30,824 23,158
SW 35,503 35,207 34,773 34,199 33,559 32,838 32,064 31,224 30,389
W 35,513 35,240 34,862 34,359 33,811 33,189 32,498 31,714 30,898
NW 35,504 35,208 34,775 34,204 33,569 32,853 32,084 31,247 30,414

Square-shaped building

Shed roof

Orientation 10� 15�� 20� 25� 30� 35� 40� 45� 50�

N 31,036 28,564 26,113 23,707 21,391 19,175 17,063 15,094 0
NE 32,370 30,577 28,719 26,845 25,034 23,308 21,713 20,259 18,998
E 35,534 35,272 34,904 34,411 33,869 33,252 32,564 31,782 30,968
SE 38,666 39,884 40,891 41,633 42,182 42,480 42,541 42,324 41,921
S 39,945 41,759 43,322 44,558 45,531 46,190 46,550 46,555 46,316
SW 38,635 39,838 40,827 41,553 42,085 42,368 42,416 42,189 41,780
W 35,492 35,209 34,819 34,308 33,753 33,125 32,432 31,646 30,828
NW 32,341 30,532 28,660 26,774 24,956 23,226 21,628 20,170 18,908

Note: Bold values indicate highest solar energy potential for different scenarios.
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Table A3 Annual solar energy potential for rectangular-shaped building in Fort
St. John, BC (all values are in kWh/year)

Rectangular-shaped building

Hip roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 30,431 30,227 29,886 29,449 28,945 28,357 22,561 22,458 22,382
NE 30,435 30,227 29,878 29,447 28,948 28,388 27,820 27,241 26,630
E 30,437 30,244 29,918 27,275 29,072 28,548 26,193 25,822 25,217
SE 30,435 30,227 29,879 29,447 28,947 28,383 27,807 27,218 26,597
S 30,431 30,227 29,886 29,449 28,945 28,357 22,561 22,458 22,382
SW 30,435 30,227 29,878 29,447 28,948 28,388 27,820 27,241 26,630
W 30,437 30,244 29,918 27,275 29,072 28,548 26,193 25,822 25,217
NW 30,435 30,227 29,879 29,447 28,947 28,383 27,807 27,218 26,597

Rectangular-shaped building

Gable roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 30,429 30,218 29,867 29,408 28,872 28,244 20,609 20,701 20,656
NE 30,435 30,227 29,878 29,447 28,949 28,391 27,827 27,253 26,651
E 30,440 30,253 29,936 29,567 29,145 28,660 28,145 27,578 26,944
SE 30,436 30,227 29,879 29,447 28,946 28,380 27,800 27,205 26,576
S 30,429 30,218 29,867 29,408 28,872 28,244 20,609 20,701 20,656
SW 30,435 30,227 29,878 29,447 28,949 28,391 27,827 27,253 26,651
W 30,440 30,253 29,936 29,567 29,145 28,660 28,145 27,578 26,944
NW 30,436 30,227 29,879 29,447 28,946 28,380 27,800 27,205 26,576

Rectangular-shaped building

Shed roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 26,294 24,112 21,926 19,772 17,703 15,737 0 0 0
NE 27,391 25,725 24,005 22,317 20,688 19,173 17,829 16,690 15,721
E 30,270 30,005 29,617 29,183 28,708 28,177 27,624 27,029 26,372
SE 33,239 34,376 35,293 36,023 36,569 36,893 29,537 36,970 36,685
S 34,563 36,323 37,809 39,042 40,041 40,752 41,217 41,402 41,312
SW 33,479 34,729 35,750 36,576 37,209 37,610 37,824 37,816 37,580
W 30,609 30,501 30,256 29,949 29,582 29,143 28,667 28,129 27,515
NW 27,632 26,079 24,456 22,871 21,323 19,868 18,563 17,441 16,468

Note: Bold values indicate highest solar energy potential for different scenarios.
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Table A4 Annual solar energy potential for square-shaped building
in Fort St. John, BC (all values are in kWh/year)

Square-shaped building

Hip roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 30,453 30,215 29,896 29,466 28,992 28,451 24,378 24,128 23,813
NE 30,452 30,207 29,872 29,426 28,931 28,385 27,815 27,215 26,628
E 30,453 30,215 29,896 29,466 28,992 28,451 24,378 24,128 23,813
SE 30,452 30,207 29,872 29,426 28,931 28,385 27,815 27,215 26,628
S 30,453 30,215 29,896 29,466 28,992 28,451 24,378 24,128 23,813
SW 30,452 30,207 29,872 29,426 28,931 28,385 27,815 27,215 26,628
W 30,453 30,215 29,896 29,466 28,992 28,451 24,378 24,128 23,813
NW 30,452 30,207 29,872 29,426 28,931 28,385 27,815 27,215 26,628

Square-shaped building

Gable roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 30,447 30,197 29,861 29,387 28,856 28,244 20,610 20,690 20,668
NE 30,453 30,207 29,871 29,426 28,932 28,391 27,828 27,239 26,666
E 30,458 30,233 29,930 29,546 29,129 28,659 28,147 27,565 26,959
SE 30,454 30,208 29,873 29,426 28,930 28,379 27,802 27,191 26,591
S 30,447 30,197 29,861 29,387 28,856 28,244 20,610 20,690 20,668
SW 30,453 30,207 29,871 29,426 28,932 28,391 27,828 27,239 26,666
W 30,458 30,233 29,930 29,546 29,129 28,659 28,147 27,565 26,959
NW 30,454 30,208 29,873 29,426 28,930 28,379 27,802 27,191 26,591

Square-shaped building

Shed roof

Orientation 10� 15� 20� 25� 30� 35� 40� 45� 50�

N 26,310 24,096 21,921 19,759 17,693 15,737 0 0 0
NE 27,340 25,708 23,999 22,301 20,677 19,172 17,830 16,682 15,729
E 30,288 29,984 29,610 29,163 28,691 28,175 27,626 27,014 26,387
SE 33,259 34,353 35,285 35,998 36,548 36,892 37,039 36,951 36,705
S 34,584 36,299 37,801 39,015 40,019 40,751 41,219 41,381 41,335
SW 33,499 34,706 35,743 36,551 37,188 37,609 37,826 37,796 37,601
W 30,627 30,481 30,250 29,928 29,566 29,142 28,668 28,115 27,531
NW 27,649 26,062 24,460 22,856 21,311 19,867 18,564 17,432 16,447

Note: Bold values indicate highest solar energy potential for different scenarios.

72 Energy generation and efficiency technologies



References

[1] Intergovernmental Panel on Climate Change (IPCC). (2018). Global warm-
ing of 1.5�C. Geneva, Switzerland.

[2] Rifkin, J. (2005). The European Dream: How Europe’s Vision of the Future
is Quietly Eclipsing the American Dream. Cornwell, UK: Polity Press.

[3] Natural Resources Canada. (2013). Solar Photovoltaic Energy. Retrieved
from http://www.nrcan.gc.ca/energy/renewables/solar-photovoltaic/7303

[4] Timilsina, G. R., Kurdgelashvili, L., and Narbel, P. a. (2012). Solar energy:
Markets, economics and policies. Renewable and Sustainable Energy
Reviews, 16(1), 449–465. https://doi.org/10.1016/j.rser.2011.08.009

[5] CanSIA. (2015). Roadmap 2020: Powering Canada’s Future with Solar
Electricity, Canadian Solar Industries Association, Ottawa, ON.

[6] Porwal, A. (2013). Construction Waste Management at Source: A Building
Information Modelling based System Dynamics Approach, University of
British Columbia.

[7] Porwal, A., and Hewage, K. N. (2013). Building Information Modeling
(BIM) partnering framework for public construction projects. Automation in
Construction, 31, 204–214. https://doi.org/10.1016/j.autcon.2012.12.004

[8] Ministry of Environment BC. (2010). Carbon Neutral Public Sector. Retrieved
from http://www.env.gov.bc.ca/cas/mitigation/carbon_neutral.html

[9] Environment Canada. (2014). Canada’s Action on Climate Change.
Retrieved from http://www.climatechange.gc.ca/default.asp?lang¼En&n¼
72F16A84-0

[10] Schweizer-Ries, P. (2008). Energy sustainable communities: Environmental
psychological investigations. Energy Policy, 36(11), 4126–4135. https://doi.
org/10.1016/j.enpol.2008.06.021

[11] Denis, G. S., and Parker, P. (2009). Community energy planning in Canada:
The role of renewable energy. Renewable and Sustainable Energy Reviews,
13(8), 2088–2095. https://doi.org/10.1016/j.rser.2008.09.030

[12] Maier, S., and Gemenetzi, A. (2014). Optimal renewable energy systems for
industries in rural regions. Energy, Sustainability and Society, 4(1), 1–12.

[13] Costa, P. M., Matos, M. a., and Peças Lopes, J. a. (2008). Regulation of
microgeneration and microgrids. Energy Policy, 36(10), 3893–3904. https://
doi.org/10.1016/j.enpol.2008.07.013

[14] ICLEI. (2014). Member Profiles: Community Energy Plans. Retrieved from
http://www.icleicanada.org/news/item/126-member-profile-community-
energy-plans

[15] Ishii, S., Tabushi, S., Aramaki, T., and Hanaki, K. (2010). Impact of future
urban form on the potential to reduce greenhouse gas emissions from resi-
dential, commercial and public buildings in Utsunomiya, Japan. Energy
Policy, 38(9), 4888–4896. https://doi.org/10.1016/j.enpol.2009.08.022

Environmental and economic evaluation of PV solar system using BIM 73
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Chapter 5

Solar energy generation technology
for small homes

Santosh B. Bopche1 and Inderjeet Singh1

This chapter presents concentrating collector-based technologies for capturing
solar energy that may be utilized to produce power for energizing small homes
(remotely located). The various types of existing solar thermal concentrating col-
lectors, energy receivers of various shapes, sizes, and materials for selective
surfaces, thermal energy storage systems, solar-powered heat engines, e.g., Stirling
engine, solar-Rankine heat engine, solar-Brayton engine, are also presented thereof.
The renewable hybrid technologies, e.g., solar power integration with biogas,
geothermal and wind energy along with its advantages as well as limitations are
discussed. It concludes with the challenges need to be faced in remote regions.

5.1 Introduction

The renewable energy is an energy obtained from natural replenishable resources.
It consists of wind, water power, tidal power, solar, biomass, and energy recovered
from wastes. The solar energy is available at free of cost and is the cleanest source
of renewable type energy that can be utilized as a better substitute to the fossil fuel
energy. It is a big challenge to extract the maximum possible heat energy from the
solar irradiation. The present chapter focuses on the solar concentrating collector
technology, a discussion in brief on thermal heat storage systems and an efficient
solar engine technique that may be used for small-scale power generation.

5.1.1 Solar thermal power plant
A conventional coal-based power plant that works on the Rankine cycle comprises
a boiler, a steam turbine, a steam condenser, a pump, feed water/condensate
heaters, an economizer (for preheating feed water supplies to the boiler), and a
power generator. In a solar-based thermal power plant, a steam boiler may com-
pletely be replaced by a solar-collector/reflector field during the shiny hours of the
day. In the night, it can work as usual by depending on conventional fuels, e.g., coal

1National Institute of Technology, India



or crude oils. Such a bi-mode (conventional-fuel together with solar power-based)
power generation plant is termed as a hybrid power plant.

The solar thermal power plant involves a solar concentrator field to capture as
much incident solar energy as possible and to focus it onto the receivers. At the
receiver, the concentrated form of solar energy is transferred to the heat transfer
fluid in circulation (e.g., water, air). The working fluid is pressurized by means of a
pump in an overall water–steam circuit. The steam vapors generated in the receiver
are then supplied to the prime movers (steam turbine, gas turbine, and Stirling
engine) directly/indirectly (indirectly via a heat exchanger and secondary fluid).
The prime mover supplies the rotary power to the electric generator. The compo-
nents of the solar-based thermal power plant may also comprise a provision for
energy storage in order to store surplus captured solar energy during the sunshine
hours and release it during the non-shiny hours.

The classes of solar thermal power plants are shown in Figure 5.1. It involves a
non-concentrating-type solar chimney-driven wind turbine power plant and con-
centrating-type line as well as point focusing solar power plants. The photovoltaic
cell-driven power plant can be energized by means of both concentrated and/or
non-concentrated solar energy.

The concentrating solar power plants use line focusing collectors (linear
Fresnel and parabolic trough types) to energize the Rankine cycle. A point focusing
collector like central tower receiver type and parabolic dish collector type supplies
energy to the power unit operating on the Brayton cycle. The Stirling engine can
also be driven using the energy captured by a dish collector field [1].

A schematic showing component arrangement of a concentrating-type solar-
thermal power unit is shown in Figure 5.2. These components, e.g., solar

Solar power plant

Non-concentrating

Non-
concentrating

Concentrating
(CPV)
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Linear focusing
(single axis)
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Linear
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Electric power

Wind turbine Rankine cycle Brayton cycle Stirling engine
DC-AC
inverter

Parabolic
dish

Concentrating solar power (CSP)

Photovoltaic (PV)Solar thermal

Figure 5.1 Diagram showing the classification of solar thermal power units [1]
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concentrator, receiver, energy storage systems, and heat engine, are discussed one
by one in the subsequent sections.

5.2 Power generation technology—An overview

This section explores the concentrator designs available in the literature, which are
mainly used for power generation for either a smaller power or a larger power level.
The concentrating-type solar-power systems use direct solar radiation for focusing
it into the receiver in a concentrated form, in order to meet higher energy densities,
necessary for power generation for a smaller as well as for a larger residential
community. For better results, collector arrays are generally equipped with a solar
tracking system and energy storage devices or hybrid solar cum conventional
thermal power generation units in order to meet the requirements during low as
well as non-irradiation hours. The concentrating solar power-based energy pro-
duction is pollution free and safe to handle/operate [3].

5.2.1 Classification of concentrating solar power
collector systems

The concentrating solar power systems are generally classified according to the
manner a collector focuses the solar irradiation and the technology preferred to
capture an incident solar radiation. According to the concentration geometry, these
are point focusing-type concentrators and line focusing-type concentrators. The line
focusing-type concentrators are (i) parabolic profiled trough/cylindrical collectors
and (ii) linear Fresnel-type collectors. The point-focus-type technology-based
reflectors or concentrators include (iii) a central receiver system and (iv) a parabolic
dish or Scheffler reflector system. A Scheffler collector is a smaller lateral section of
a large-sized paraboloid, schematic of which is depicted in Figure 5.3. A cutting
inclined plane prepares an elliptical-shaped Scheffler-reflector, which reflects an
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Reflector
and 
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and 
collector

Storage
tank

Power 
cycle

or

Engine
interface

Power output

Figure 5.2 Schematic of the layout of components of a solar thermal power
plant [2]
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incident solar radiation sideways. These reflectors are generally used for solar
kitchen cooking purposes [3]. Photographs of the concentrating-type collectors are
depicted in Figure 5.3.

The line focus technology-based collectors are seen to be lesser expensive and
technically simpler in design but the efficiency is quite lesser as compared to point
focusing collector systems [3].

5.2.1.1 Cylindrical parabolic trough type collector
A parabolic trough collector is also termed as “cylindrical parabolic collector” or
“linear parabolic collector.” The components include (i) an absorber tube enclosed
in a concentric transparent cover, positioned at the focal axis, through which the
working fluid to be heated flows and (ii) a concentrator or mirror reflector parabolic
in shape. The schematic is shown in Figure 5.4.

The curved mirrors are fixed on to the parabolic trough for focusing/
concentrating the solar irradiation on a receiver tube. The synthetic oil, acting as a
working fluid/heat exchange medium, is circulated through the absorber tube (in a
primary fluid circuit) to be heated to around 400 �C temperature suitable for
various applications, viz. domestic as well as industrial purposes. According to
the operating temperature range, a cylindrical parabolic collector is categorized
as a low-temperature and a high temperature collector. A low-temperature range
appliance operating within 100–250 �C is generally used for industrial heating
purposes, and a high temperature range collector with operating temperature
ranging from 300 to 450 �C is used for electrical power generation that may
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Figure 5.3 Photographs of concentrating-type collectors including the Scheffler
collector [4]
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be used to fulfill the demands of a larger community or a smaller individual
home [3].

The generation of operating temperature is reliant on a concentration-ratio
value of the solar collector system. It is stated as the ratio of the effective aperture
area to the absorber tube area, as given below:

C ¼ Effective aperture area
Absorber tube area

¼ W � Dð ÞL
pDL

(5.1)

where W is a collector width, D is an absorber tube diameter, and L is the length of
a cylindrical parabolic collector.

With the adoption of a concentration ratio of about 70–100, an operating
temperature of the order of 350–550 �C can be achieved in the system. As reported
in the literature [3], a concentration that can be achieved using a parabolic trough
collector is 70–80.

Then, the heated oil transfers to the heat exchangers, where feed water is
preheated and evaporated which is finally supplied to a steam turbine via super-
heaters. The pressurized superheated-steam drives a turbine that energizes an
electric generator for producing electricity. The steam is dumped into a condenser
for being cooled and condensed, which is recirculated in the secondary circuit. The
incorporation of a cylindrical parabolic collector’s field in the steam turbine-based
power generation unit is termed as the direct steam generation technology [3].

In a similar manner, collector’s solar collection efficiency is described as the
proportion of the heat gained by a working fluid while flowing through the
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Figure 5.4 Schematic of the parabolic trough collector
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absorber tube to the solar irradiation incident at the collector aperture area, as
given below:

hCollection ¼ Qu

IT WL
¼ _mCp Tfo � Tfi

� �� �
IT WL

(5.2)

where Qu is the useful energy absorbed by a working fluid (W), _m is the rate of
mass flow of heat exchange fluid (kg s�1), Tfo is an exit temperature of heat transfer
fluid (�C), Tfi is the temperature of fluid at the inlet/entry (�C), IT is an incident
solar radiation (W/m2), W specifies the width of the cylindrical parabolic collector
and L is the collector length or the absorber tube length (m).

An absorber tube is treated with a spectrum-selective material having a higher
absorptivity value. It is enclosed in an evacuated-glass tube to reduce the con-
vective losses. Vacuum plays a leading role in preventing energy loss by convec-
tion. A slight loss of vacuum may lose heat four times more [3]. A schematic of the
receiver absorber tube is presented in Figure 5.5.

This type of the solar collector needs one axis tracking mechanism to direct the
solar concentrator and tube receiver toward the sun position. Generally, a parabolic
trough collector is set lengthwise along the South-North path in order to follow the
sun while its movement from east to west, to yield the maximum output and system
efficiency [4].

The governing equation of a parabolic trough collector is stated as, x2 ¼ 4 fy,
where x and y are the ordinates of a parabolic collector profile. The heat transfer
fluids used in solar appliances are synthetic molten salt, thermal oil, synthetic oil
and water. Nickel–cadmium layers are generally preferred as selective-spectrum
coating to accomplish a higher shorter wavelength solar energy absorption and a
smaller longer wave infrared radiation. Such selective coatings help reducing energy
losses from an absorber tube thereby increasing the collection efficiency [4].

The synthetic thermal-oil brands used in thermal power units are Therminol-
VP-1, Dowtherm A, and Therminol D-12. A maximum operating temperature of
thermodynamic cyclic processes is restricted to 400 �C with the use of synthetic
thermal-oil. An efficiency achieved is about 38%. The hydrogen gas is generated in
synthetic oil, in case if it operates above 400 �C. It may reduce the working life of
synthetic oil as a heat transfer fluid. It also builds sludge or other byproducts in an

Absorber tube with
selective coating

Glass to metal seals Glass envelop Bellows

Figure 5.5 The absorber tube [3]
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absorber tube which not only reduces the system’s heat carrying or transfer cap-
ability and thermal efficiency but also increases the maintenance cost [4].

In a solar–thermal power unit operating on the Rankine cycle, water being used
as a heat exchange fluid in an absorber tube is directly evaporated in a receiver
tube. The technology is called as the directly steam/vapor generation (DSG) tech-
nology [4].

The molten salt being used as an energy transfer fluid is a combination of
nitrates, e.g., sodium potassium nitrate (0.6 of NaNO3 þ 0.4 of KNO3 by weight).
Heat carrying/transfer characteristics of molten salt generally depend on its con-
figuration. These salts exhibit better thermophysical characteristics at higher tem-
peratures, e.g., large specific heat capacity, higher density, low vapor pressure, and
higher thermal stability. The molten salts have higher melting points that cause a
huge amount of operation and maintenance costs for providing freeze protection.
The freezing of heat transfer fluids may cause damage of valves, ball joints and
pumps. The synthetic oils used in solar-based plants freeze approximately at 15 �C
and molten salts freeze in a temperature range of 100–230 �C. The pressurized
gases may also be used as heat exchange fluids, e.g., air, CO2, H2, and He. An
advantage of using gases is gases may operate in a wider range of temperature,
abundantly available at affordable prices and have environment-friendly qualities
[4]. It is also reported that the cylindrical parabolic collector-based power units
with thermal storage capability may attain a year-round capacity factor of about
70% [1].

5.2.1.2 Linear Fresnel collector
In this collector, Fresnel plane mirror strips are used which reflect the rays and
focus all at an elevated single straight line. It comprises an arrangement of aligned
mirror stripes that behave as Fresnel reflecting lens concentrating incident solar
radiation into the elevated linear receiver absorber tubes. The Fresnel reflector field
may be considered as broken up parabolic trough reflectors. A schematic is pre-
sented in Figure 5.6 [3].

Solar radiation

Cavity receiver

Reflectors

Figure 5.6 A linear Fresnel reflector [5]
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All mirror strips are connected to a mechanism at the bottom of the system,
which rotates them all about in independent parallel axes, in order to continuously
track the sun. The photographs are shown in Figures 5.7 and 5.8.

The capacity of the linear Fresnel collector plant varies from 10 to 200 MW
with a yearly solar-thermal-electric conversion efficiency fluctuating in between
8% and 10%. A Fresnel-lens-based power plant in Austria, working on a simple
Rankine system, with water acting as a working fluid, is heated above 285 �C at
around 70 bar [3].

Absorber tube

Secondary mirror

Evacuated glass tube

Primary
mirrors

Figure 5.7 Photograph of the linear Fresnel lens [6]

Figure 5.8 The photograph of the linear Fresnel collector [2]
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The problem associated with a linear Fresnel collector system is having lesser
efficiency due to limited concentration (25–100). Since the concentration in the case
of the linear Fresnel reflector system is lesser in comparison to the central tower and
dish collector systems, the incident radiation is captured with lesser efficiency. The
losses in the case of linear Fresnel reflector systems are also more compared to the
central receiver systems. The losses associated with cleanliness and reflectivity of
mirror, cosine effect, absorptivity of absorber tube, and transmissivity of a transparent
covering of the absorber tube increase the energy cost of the linear Fresnel collector/
reflector system. The linear Fresnel collector-based power units with molten salts as a
heat exchange fluid may attain an operating temperature even up to 550 �C [2].

A configuration of the collectors might not have a considerable effect on the
annual energy shading. It impacts on annual energy losses on account of shading as
well as due to blocking. These losses may be controlled by incorporating proper
spaces between the reflector rows and the collector arrangement. The densely
packed mirror reflectors would not create an energy loss due to blocking and
shading. The collection of heat may be improved by reducing the cost of power
generation through a compact reflector configuration [1].

As compared to the cylindrical parabolic trough type collector system, a con-
figuration of the linear Fresnel mirror reflector system is more flexible and does not
need a huge capital investment that is associated with the former one. A linear
Fresnel system is capable of generating steam directly in an absorber tube itself. It
may also eliminate the use of thermally conductive oil as well as the heat
exchanger. The technology of using the cylindrical parabolic collector and the
linear Fresnel mirror type reflector/collectors in a power unit is precisely similar,
especially in the case of the usage of heat transfer fluids. Conventionally, the
synthetic oils have been preferred as heat exchange fluids in cylindrical parabolic-
trough reflector systems which degrade chemically at higher temperature ranges,
whereas the Fresnel mirror reflector systems are being used as a direct steam
generation facility. The compact linear Fresnel reflector systems require a lesser
ground area as compared to the cylindrical parabolic-trough type and the central
receiver collector systems for the same power generation [1].

5.2.1.3 Central receiver collector or solar tower
In this type of the solar collection system, lot of reflective mirrors called as heliostats,
tracking the sun in two axes, are used in order to concentrate/focus all incoming
radiation into a centrally elevated tower receiver. This concept yields higher operating
temperatures at the receiver for heating heat transfer fluids. The heliostats share a
major single capital in the solar tower power plant. This plant is able to produce power
in the range of 10–200 MW at yearly solar-electric efficiency of about 20%–30% [1].

The heliostats/mirrors are arranged in circular arcs around a central tower
receiver, to capture and concentrate the solar beam irradiation at the receiver
aperture. A two-axis tracking system continuously focuses the beam radiation at the
receiver opening. The clean heliostats/mirrors may have an average reflectivity
value of about 0.903 [7].

A schematic of the central tower collector is presented in Figure 5.9.
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The maximum operating temperature of the cycle is dependent on the type of heat
transfer fluids being used. In the case of the Rankine-cycle-based central tower
receiver-type power unit, water (steam) is preferred as a heat exchange fluid, whereas in
the case of the Brayton-cycle-based unit, thermally conductive oils and molten-nitrate
salts are generally used as heat transfer or working fluids. An operating temperature in
the case of the solar tower-based Rankine cycle unit varies from 250–300 �C and
390 �C in the case of synthetic oil which shoots up about 565 �C for molten salt. This
temperature reaches above 800 �C in the solar tower energized Brayton-cycle-based
power plant. A provision of energy storage is possible with molten salts as heat transfer
fluids. The molten salts or synthetic oils used in the primary circuit of the power cycle
transfers energy to the secondary fluid, i.e. water in the heat exchanger, where super-
heated steam is generated to produce power in the turbine [1].

An average solar heat flux incident onto the receiver aperture of about 200–
1,000 kW/m2 may facilitate very high operating temperatures of about 1,500 �C.
The researchers have proposed heat exchange media, e.g., water–steam, liquid
Sodium, air and molten salts, for larger capacity plants of 100–200 MW [3].

The concentration ratio C in the case of the central solar tower type receiver
system can be stated as a ratio of total area of the reflecting mirrors or heliostats to
the aperture area of a receiver is given below. A concentration in the range of 300–
1,000 can be achieved in the solar tower system [3]:

Concentration Ratio;C ¼ Total Area of Heliostats mð Þ2

Area of Receiver mð Þ2 (5.3)

A receiver, in this system operating at higher temperature ranges, is compli-
cated to design. A factor dominating the design of receiver is an ability of the
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Figure 5.9 Schematic of the central receiver collector
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receiver to receive large and variable incident heat energy resulting from the con-
centration of the solar irradiation by heliostats. The values of energy fluxes varying
from 100 to 1,000 kW/m2 may cause higher thermal gradients and huge tempera-
ture stresses. Attention need to be focused while designing a receiver toward
receiver shape, selection of heat transfer fluids, arrangement of absorber tubes,
construction of tubes, and the material of construction. A receiver needs to be
designed carefully taking into consideration the shape, wall temperature, wind-
velocity, and wind direction, as it influences the combined convection as well as
radiation losses [7].

The thermal stresses developed should not increase above 50% of the ultimate
strength of the material of receiver in order to prevent failure due to temperature
fatigue. An equation suggested by the researchers for the evaluation of the ther-
mally developing stresses in a receiver tubing is given by [2]:

sth;max ¼ DTraE

2 1 � zð ÞIn do
di

� � 1 � 2d2
i

d2
o � d2

i

� 	
In

do

di


 �
� Ea

2 1 � zð Þ qt jth (5.4)

where z is the Poisson coefficient (dimensionless), DT is the temperature difference
(�C), a is the coefficient of thermal expansion (1/�C), E is the modulus of elasticity
(N/m2), d is the diameter of tubes (m) (i—inner, o—outer), kt is the conduction
through tube and q is the heat (W).

5.2.1.4 Parabolic dish collector
As discussed in Section 5.2.1, a parabolic dish type collector is a point concentrating
type of radiation reflecting system, which tracks the radiation source (sun)
biaxially. The concentrated energy is absorbed by a receiver situated at the focus
location of the dish collector. The heat transfer fluid (water or air) is circulated in
order to carry the energy absorbed so as to attain the maximum possible operating
temperature. The photographs of dish collectors are shown in Figure 5.10 [1].

Figure 5.10 Photographs of the dish collector [2]
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The parabolic profile of a collector depicted in Figure 5.11 is represented by [8]:

x2 ¼ 4yf (5.5)

where x and y are the distances along the x and y axes, respectively; f is the focal
distance from the vertex of parabolic contour. It also decides the position of a
receiver for energy collection.

A focal length can also be obtained with the help of the width of the collector
aperture, W, and the collector rim angle, j, by using:

f ¼ Wa

4 tan jr=2ð Þ (5.6)

The rim angle, jr, can be obtained by using

jr ¼ tan�1 8 f =Wað Þ
16 f =Wað Þ2 � 1

" #
¼ sin�1 Wa

2r


 �
(5.7)

where rr is the rim radius.
A local mirror radius, rr, can be obtained by using

rr ¼ 2f

1 þ cos jrð Þ (5.8)

Equation (7) is also helpful in obtaining the radius of a collector at any location by
using the rim angle at the same location. The diameter of a receiver required for
capturing energy concentrated or focused by using a dish collector of width, W, and
rim angle, jr is given by

D ¼ 2 r sin 0:267ð Þ ¼ Wsin 0:267ð Þ
sin jrð Þ (5.9)

x

rr
φr

wa

f

y

Figure 5.11 Schematic of the parabolic profile [8]
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where 0.267 represents the half angle of a cone formed by incident beam radiations.
These equations may be used for design and construction of a parabolic dish
collector system [8].

A parabolic dish collector is used in higher temperature applications, e.g., solar
to thermal vapor/steam production and solar to thermal electricity generation
purposes. The operating temperature ranges from 400 �C to 750 �C, with a con-
centration ratio of about 3,000 and at a thermal efficiency of about 23% [3].

In addition to this, the height of a dish can be obtained by using [9]:

h ¼ D2
Collector

16 f
(5.10)

The focal distance in the case of a dish collector is given by

f

Dcollector
¼ 1

4tan jr=2ð Þ (5.11)

A schematic showing the parabolic segments of the same focus location, but
with different focal distances and dish collector diameters as well as different rim
angles, i.e., various values of f/Dcollector are portrayed in Figure 5.12. In actual
practices, receiver aperture is positioned at the focal point of the dish collector so as
to trap the maximum incoming concentrated solar radiation.
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Figure 5.12 Parabolic segments with different ratios of the focal distance to the
collector diameter [9]
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The diameter of the focus point can be obtained using the following equation,
where q is an acceptance angle:

Dr ¼ f � q
cosjr 1 þ cosjrð Þ (5.12)

The energized working fluid is utilized to drive the engine along with the generator
unit to convert heat energy into mechanical energy and then to electricity. Generally,
the parabolic dish-based plants have capabilities in the range of 0.01–0.4 MW. An
optical efficiency of the parabolic dish reflector system is considerably higher as
compared to the trough and solar tower type of concentrating systems. It is attributed to
the fact that dish mirrors are continuously pointed toward the sun, while the trough
collector and solar tower systems lag behind due to cosine losses. In addition to this, the
dish collectors facilitate use in remote applications or in the case of smaller homes [1].

A dish collector system is reported to be a promising technology for a small-
scale or distributed type electricity generation and would be a better replacement
option to the diesel generator sets that may mitigate the demand load on centralized
power generation units.

These systems are generally preferred to produce electricity with the help of
the Stirling engine or steam turbine as a prime mover. The dish Stirling engines
have demonstrated an efficiency of about 30% along with the advanced Stirling
converter. The advanced Stirling converter was reported as a type of a linear
alternator that produces electricity directly from reciprocating (to and fro) move-
ment. It eliminates the mechanical transmission losses in a free piston Stirling
engine. It is also reported in the literature that the free piston Stirling engine (FPSE)
powered by solar dish in combination with the bio-fuel may intensely substitute the
diesel generator sets. It is capable enough to generate electricity independently with
no assistance of grid power supply [3].

In Stirling engines, hydrogen or helium is a commonly used working fluid. The
power conversion unit of Stirling engines works on the hot air growth principle.
Usually, thin glasses are used as a reflecting surface, which has solar weighted
reflectance between 0.93 and 0.96. Nowadays, for maintaining the reflector surface
over the collector, polymeric reflectors are used which are light in weight, flexible
to fit into a curve and low cost [1].

5.2.2 Concentrating solar power (CSP) technology
comparison

1. The trough collector and linear Fresnel reflector systems are used for low as
well as medium temperature applications (less than 400 �C), whereas point
concentrating collectors are used for higher temperature applications. In the
case of direct type steam generation systems, the maximum outlet temperature
of the heat exchange fluid varies from 300 �C to 680 �C [1].

2. The central receiver systems, cylindrical parabolic and Fresnel mirror type col-
lector systems are reported to be appropriate for power production abilities in a
range of 10–200 MW. A dish collector-based power plant is suitable for power
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production between 0.01 and 0.4 MW. The concentration ratio value in the case of
the linear Fresnel and parabolic trough collector system is under 100 (25–100). In
the case of the central tower case, it is 300–1,000, and with parabolic dish collector
systems, it is 1,000–3,000. In addition to this, the parabolic dish collector system
exhibits an annual solar to electric conversion efficiency value of 25%–30% as
compared to 15% with parabolic trough, 10% with linear Fresnel and 20%–35%
with central receiver tower concepts. The requirement of ground space for the
central receiver type and dish collector type is more than that in the case of
cylindrical parabolic and Fresnel mirror power production systems [3].

The power production capacity of the concentrating power systems as reported
by Khan et al. [10] is as follows: parabolic trough collector (10–300 MW), linear
Fresnel reflectors and solar towers (10–200 MW) and parabolic dish collector
(0.01–0.025 MW) or (10–25 kW).

5.2.3 Advantages of CSP technologies
The key features [10] of the solar power plants using CSP tools are as follows.

1. The efficiency of the concentration solar power technology is good due to the
generation of high temperature in an operating thermodynamic cycle.

2. These collectors capture energy mostly from the incoming beam radiation. It
does not involve part of diffused and reflected radiation.

3. It can operate on higher direct normal irradiation levels available.
4. It may not be appropriate for small-scale solar power generation units due to

higher capital costs.

5.2.4 Classification of concentrating solar power
receiver systems

The receivers may be classified as follows:

1. According to the positioning of the receiver, they are fixed receivers and
movable receivers. The fixed receivers are stationary ones that do not move
along the sun’s position. These are used along with Fresnel mirror collectors
and the central tower type receiver systems.

The movable-receivers travel along with sun’s position. They move together
with the reflecting or focusing systems in order to trap the maximum possible
energy. These are parabolic trough and parabolic dish types [3].

2. According to the design of a receiver, they are classified as the external type
and the cavity type. The external type receivers are generally of cylindrical
shape. The outer cylindrical surface, made up of absorber panels or a series of
absorber tubes, receives an incident concentrated radiation to heat a working
fluid. It has a wider range of acceptance angle. In the case of cavity receivers,
the concentrated solar irradiation enters inside the receiver cavity through its
opening. It may have one or more apertures to receive the concentrated
energy. The acceptance angle in the case of the cavity receiver is quite lesser.
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The cavity receivers are designed in such a way that it maximizes the energy
absorption and minimizes losses by convection and radiation to the outer
ambience. The cavity type receivers exhibit higher receiver collection effi-
ciency as compared to external type receivers owing to more losses in the case
of the latter one [7].

3. According to the working medium used, the receivers are classified as gas
type receivers, liquid type receivers, and solid particle type receivers. The
gas receivers involve volumetric type air receivers, smaller particle type air
receiver, and tubular type gas receivers. In the case of volumetric air or gas
receivers, porous ceramic solid medium is utilized to extract the concentrated
solar energy so as to transfer it to air/gas flowing through its pores. In the
case of Brayton cycle-based solar-thermal power units, these receivers are
preferred. An unstable flow and nonuniform heating are the major drawbacks
of these receivers. A small particle receiver uses sub-micron size particles
suspended in air for absorbing solar radiation. A maximum efficiency of up to
90% at 700 �C operating temperature can be achieved using this receiver. In
the case of tubular type solar receivers, a pressurized working fluid flows
through the tube bank, which collects the energy transferred from the absorp-
tive coating material provided over the tube surface.

There are two basic kinds of the liquid receivers: (i) tubular liquid-receivers
and (ii) falling-film receivers. The third type, solid particle receivers, can
create temperature above 1,000 �C in the receiver. Inside the receiver cham-
ber, free-floating ceramic particles are used to absorb directly the con-
centrated/focused solar energy and to transfer it to the air which fluidizes
the particles.

The selectively absorbing spectral surfaces may increase the receiver collec-
tion efficiency. The advanced selective absorber materials used to capture the
maximum possible energy are tungsten, copper sulfide, zirconium diboride,
cermets as intrinsic materials. Semi-conductor materials such as silicon, ger-
manium, and lead sulfide are also used. The materials such as silicon dioxide,
magnesium fluoride, titanium dioxide, aluminum oxide, and silicon nitride also
exhibit absorptance values of up to 0.97. The metals having high melting point,
viz. gold (Au), copper (Cu), nickel (Ni), chromium (Cr), molybdenum (Mo),
tungsten (W), and cobalt (Co), also exhibit good absorption characteristics
along with oxides such as silica, alumina, and magnesia. The recently developed
materials, e.g. Cr–Cr2O3 and Ni–Al2O3, portray spectrally averaged absorptance
of about 0.94 with a spectrally averaged emittance of 0.07 [11]. The spectral,
hemispherical reflectance curves for selective surfaces, e.g. black nickel, black
chrome, 301 stainless steel, and white epoxy paint on aluminum, are shown in
Figure 5.13 [12]. The hemispherical reflectance values are higher for the radia-
tion wavelength range of 0.5–3 mm.

The spectral emittance for selected materials, e.g., carbon, copper, alumi-
num, gold, tungsten, nickel, aluminum oxide white enamel, and magnesium
oxide, are shown in Figure 5.14 and for aluminum with different surface
finishes are depicted in Figure 5.15 [12].
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The hemispherical reflectance spectrum for copper-coated material with
various roughness and coating thickness values is depicted in Figure 5.16. It is
seen that the samples with similar roughness values exhibit a very similar
spectrum, whereas the influence of coating thickness is very poor on the
reflectance value [13].
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4. Other types comprise heat pipe type and Bio-dish type hybrid receiver.
A receiver is an important part of the solar thermal Stirling engine-based power
system. It comprises an absorber with an aperture, which is positioned at the
focus point of the parabolic dish type collector system. These days, heat pipe
receivers are mostly used in the solar-Stirling engine technology [14].
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It uses sodium (Na) and potassium (K) mixture as heat carrying and transfer
fluids inside the receiver to transfer heat to the engine heater head. Another type
is the bio-dish type hybrid receiver, which is made up of ceramic material, meant
for receiving concentrated power from one side and burns a biomass on another
side of a receiver. An absorbing surface of a receiver is the ceramic hemisphere
with a provision for the internal inbuilt channels. The concentrated solar energy
is getting absorbed on the internal surface of the hemisphere. On another side, a
biogas combustor is located which is surrounded by a cylindrical-shaped air-
preheater and ceramic made cylindrical shell for transferring the combustion
gases. This is how hybrid operation executes in a bio-dish hybrid receiver. The
losses from the cavity receivers reported to be about 20% of the total power input
into the system [15]. The performance of the collector is given by (5.13) as
follows, which is dependent on the ability of the working fluid to extract energy
from the involved absorber metallic surfaces as well as the losses from the
absorber surface. So, the incident concentrated solar energy is equal to the
energy gained by the working fluid and the losses emitted by the hot cavity
(absorber) surface:

hth ¼ Qu

IR � ACð Þ ¼
IR � AC � Qlossesð Þ

IR � ACð Þ ¼ 1 � Qlosses

IR � ACð Þ (5.13)

where

IR Solar incident radiation (W/m2)
Ac Aperture area of the collector (m2)
Qu Useful heat gain of the coolant ¼ _mCp DTð Þ
Ql Heat losses due to conduction, convection, reflection, and emission

The concentrated energy incident into the cavity receiver is utilized to increase the
internal energy of the working fluid in the form of temperature rise, crossing
the resistances involved in the path of heat flow. The temperature rise of working
fluid depends on the temperature rise of the absorber surface or selective coating.
Further, when the temperature of the selective coating is higher, the emission losses
to the environment are also higher that degrades the performance of the collector,
as given by (5.13). As reported [15], the emission losses are more at higher tem-
perature levels.

The thermal resistance diagram of the solar thermal collector with the central
receiver system is shown in Figure 5.17. The solar energy incident onto the con-
centrating collector or heliostats liberate in the form of losses due to the resistances
involved in the path of heat flow, e.g., optical resistance of reflective collector/
heliostat, receiver/absorber surface resistance, reradiative, convective/conductive
resistances, conductive resistances through the metallic wall, conduction, and
convective resistances of insulating material.

Various concentrating type solar collectors used for power generation are
discussed in subsequent sections.
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5.3 Thermal energy storage

A concentrating type solar power unit may be generally worked with and without
energy storage. A small storage is required in a solar-based power plant in the form of a
warm power block for quicker startup and efficient functioning of the plant. During the
startup of the plant from the cold condition, a larger amount of energy is needed as
compared to warm startup of the plant, which is possible with small energy storage
facility. The provision of energy storage in the plant reduces the interruptions of power
supply which generally occurs due to irregular sunshine hours during the day. For
energy storage, a power unit needs to keep separate tanks for thermal energy storages
[2]. The thermal heat/energy storing systems are essential for storing heat during sunny
hours and releasing it during the poor sunny hours or no sunshine hours [16].

Generally, the solar irradiation captured by the solar field is absorbed by the
heat transfer fluid. The solar field may consist of so many collectors either
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Figure 5.17 Thermal resistance diagram of the solar thermal collector
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parabolic dish collectors, linear Fresnel collectors, or heliostats spread over a larger
ground area. During extensive sunshine hours, energy in addition to the energy
required for power generation is stored in the thermal heat/energy storing system,
as depicted in Figure 5.18. This additional energy to be stored in the energy storage
system is released during the wee hours of solar irradiation or night hours so as to
meet up the power demand [17].

The efficiency encountered in delivering energy from solar collector to recei-
ver generally ranges from 50% to 60% as well as the receiver thermal collection
efficiency ranges from 80% to 90% [17].

Though the solar energy is free of cost, the present solar collection systems are
costly and price per unit electricity production from solar input is higher. Thus,
solar energy captured and collected from the solar collector field must be preserved
by adopting better thermal energy storage systems and through executing efficient
solar-thermal-electricity cycles. This is important pertaining to the economics of
concentrating solar power plant deployment.

5.3.1 Types of energy storage
There are basically three types of energy storages, e.g., (i) sensible energy storage,
(ii) latent energy storage, and (iii) thermochemical type storage system.

5.3.1.1 Sensible energy storage
The storage of energy using materials such as air, water oil, rock-beds, concrete/
sand, and bricks is known as sensible energy storage. An extent of heat energy
accumulated in the storage material is dependent on temperature growth, mass of

Pump Cooler

Generator

Trough plant with indirect TES

TES

Figure 5.18 Schematic of the indirect solar power unit along with energy
storage system [17]
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material, and also specific heat of an energy storing medium. In general, the
selection of a medium depends upon the specific heat of medium, variations of
temperature in an operating cycle and availability of space. In concentrating solar
power unit operation, a sensible energy storage technique is widely adopted owing
to its reliability, cost-effective, and easy to use/handle, and huge experimental
information is available in the literature [16].

Most of the solid form materials have varied the operating temperature range
of 200–1,200 �C and a higher value of thermal conductivity, e.g., about 40 W/m K.
The materials, which are of low cost, can sustain higher working temperatures,
yield better performance and are environment friendly, suggested by the research-
ers are concrete/polypropylene fibers, graphite, pebble stone, asbestos contained
waste, and sand rocks [16]. It may not be true for all low cost materials.

In the case of sensible heat storage systems, generally pebble (solid) packed
bed is preferred. For a packed bed energy storage system, the sensible heat stored
can be calculated using [18]:

E ¼ b 1 � eð ÞrsV CsTð Þh � CsT
� �

c� (5.14)

where

rs Density of solid
Cs Specific heat of solid
e Void fraction (fraction of space not being occupied by solid particles)
T Temperature (h—hot, c—cold)
V Volume
b Thermal factor

5.3.1.2 Latent heat storage
The method of storing and releasing thermal energy by the phase change materials
at constant temperature is known as a thermal energy storage technique. It does not
involve any chemical reaction during energy storage and release and comprises
latent energy of fusion for a conversion from solid–liquid and latent energy/
vaporization heat for conversion from liquid to vapor transition [16].

The advantages of using phase changing materials for latent energy storage are
(i) its charging and discharging property in a narrow range of temperature quite
closer to its phase change temperature, (ii) larger energy densities due to their
higher latent heat of phase change as compared to sensible energy storage materi-
als. Since volume as well as pressures is almost constant, the change of phase might
be either solid to liquid or solid to solid [16].

Along with advantages, the phase change materials have some limitations also.
It has a lower value of thermal conductivity (0.2–0.8 W/mK) that slows down the
charging as well as discharging process. The incorporation of an additive, e.g.,
graphite, metallic matrix/foam, fins, dispersions of conductive particles (nano-
particles), microencapsulation of phase changing materials, and modification in the
energy-storage system design (embedding of finned heat pipes), may improve its
thermal conductivity of thermal energy storage system [16].
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The metal alloys, e.g., magnesium, zinc, and aluminum, may also exhibit higher
thermal conductivity (twice of molten salts) and also show good thermochemical
stability, but these are quite costly. The inorganic and organic energy storage mate-
rials have higher melting point temperatures say between 100 �C and 900 �C [16].

In the case of cylindrical parabolic trough collector, Fresnel mirror collector,
and parabolic-dish collector-based power systems, the phase change materials
having the lowest phase change temperatures (100–300 �C) can be used. In the case
of solar power tower (central tower system) and parabolic dish collectors system,
the phase changing materials with phase change temperatures greater than 400 �C
(where temperature shoots up to 600 �C or 1,500 �C in central tower type and
parabolic-dish collector system, respectively) are generally used [16].

5.3.1.3 Thermochemical energy storage
The thermochemical energy storing systems depend on reversible chemical reac-
tions that cause combination or decomposition of reactants. The solar energy is
used here to initiate a chemical reaction that is endothermic. A higher energy
density and longer storage durations are the advantages of thermochemical energy
storage system over latent energy storage systems.

For medium and higher operating temperatures, i.e., 300–1,000 �C, the ther-
mochemical energy storage materials suggested are metallic hydrides, hydroxides,
carbonates, redox, and ammonia systems [16].

5.3.1.4 Advantages of thermal energy storage in the case
of CSP generation

The incorporation of thermal energy storage system may help attaining higher
operating temperatures (greater than 800 �C) and yielding improved solar thermal
efficiency in an economic manner [17].

1. It helps in providing electricity on demand to the connected electric power
grid. It allows solar concentrating power plants to generate electricity even
during the weak sunshine hour, when demand is at its peak thereby makes
power plant extra cost effective.

2. It mitigates the solar irradiation variation and also confirms the non-stopping
power generation. It helps increase in power generation time on demand.

3. The power generation based on concentrating solar systems with provision of
thermal energy storage system is lesser susceptible to changing weather
situations due to its inbuilt thermal inertia.

5.4 Solar-powered heat engines

5.4.1 Stirling engine
The most efficient way to produce solar thermal-powered electricity is parabolic dish-
Stirling technology. The parameters playing an important role in examining the per-
formance of a dish-Stirling engine system are average working pressure, dead volume,
type of working fluid, effectiveness of regenerator, cold end temperature, hot end
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temperature, receiver temperature, and concentration ratio. The maximum possible
solar thermal efficiency portrayed for dish-Stirling system is about 32% with an
absorber temperature of about 850 K at a concentration ratio of 1,300 approximately.
The receiver thermal efficiency up to 84% may be achieved. Such a type of power
systems first transforms thermal energy into mechanical energy with the help of con-
centrating reflector surfaces and Stirling engine. The mechanical power is converted
into electricity using generators. The use of hybridization and energy storage facility
would be a favorable option for facilitating prolonged uninterrupted power supply [19].

The Stirling engine is an externally combustion type heat engine. It allows
working on heat energy obtained from various sources, e.g., burning of any combus-
tible material, agricultural waste, methane obtained from biomass, and solar irradia-
tion [20]. The Stirling systems are the devices that can operate on a wide variety of
working fluids, e.g., air, hydrogen, helium, nitrogen, and steam. There are three major
Stirling engine designs exist: alpha, beta, and gamma engines. Out of which gamma
type shows a maximum theoretical mechanical efficiency value. This type of parabolic
dish-powered Stirling engine consists of dish collector systems, receiver, Stirling
engine, and electricity generator. A heat exchange fluid energized inside the solar-
thermal receiver is used to drive the Stirling engine which later drives a generator. A
line diagram of the dish-Stirling power system is depicted in Figure 5.19 [19].

The Stirling engine operates on the Stirling thermodynamic power cycle, com-
prising two isotherms (T¼ c) and two isochoric (V¼ c) processes. The thermodynamic
P–V cycle on which Stirling engines operate is shown in Figure 5.20. The movement of
working/heat transferring fluid between the cold and hot spaces of an engine causes

Incident solar energy

Stirling heat engine

Reflected solar energy

Collector

Figure 5.19 Line diagram of the dish collector-based Stirling engine system [19]
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constant volume process of the cycle to occur. The compression and expansion of
working fluid causes the occurrence of compression and expansion processes at con-
stant temperature, respectively [20].

The heat input to the cycle is met using the regenerative heat exchanger which
absorbs energy from a heat transfer fluid (4-1 process) heated up in the receiver
element. The heat is rejected to the operating fluid during process 2-3. The solar
parabolic dish can be utilized to supply heat necessary to run the Stirling engine.
The factors resulting the maximum efficiency of the Stirling engine are better
regenerator efficiency, higher values of heat transfer coefficients, lesser work of
compression, higher work of expansion, better sealing of working fluids preventing
leakage from compression space to the crankcase. It requires working fluids having
higher thermal diffusivity and lower viscosity values, e.g., hydrogen is generally
preferred in the Stirling engine system among air, hydrogen, and helium fluids [21].

5.4.1.1 Working/operation
The cylindrical arrangement in which working fluid flows/moves is a closed type
system. This eliminates a drawback of working fluid contamination and loss. The
working fluid is energized with the help of incident solar-radiative flux. The heat
carrying and releasing characteristics of working fluids are reported to be a very
important aspect. Higher mass flow rates assist the heat exchange/transfer phe-
nomenon. A requirement of higher mass flow of working fluid can be reduced
using higher pressure and/or lesser viscosity. An operation involves four processes
in the cycle, working of which is represented by Figure 5.21 [20].

1. Isothermal compression process (1-2): In this process, heat is being carried
by an external cooling medium from the heat transfer fluid, at a lower
temperature. A displacer stops at its top dead center after pushing working
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Figure 5.20 Thermodynamic Stirling P–V cycle [21]
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medium in the cold region of a cylinder. It is state 1 with pressure P1. The
flywheel thrust pushes a power piston from bottom dead center to top dead
center (BDC to TDC), assisted by a vacuum created during cooling of
working medium. A working medium is under compression in the cold
region of the power cylinder. This work of compression is indicated by
process (1-2).

2. Isochoric heat adding process (2-3): In this process, heat is transferred to a
working medium from the regenerator. A displacer moves from TDC to BDC
and transfers working medium from the cold region to the hot region. During
this heating process, power piston retains at its TDC. Heat (in storage) supplied
by a regenerator increases the temperature as well as pressure of the working
medium from 2-3 at constant volume.

3. Constant temperature expansion process (3-4): The heat is transferred to a
working fluid by an external heat resource (e.g., concentrated solar energy). A
displacer pushes the working medium into the hot region (while moving from
TDC to BDC) along with the resultant rise in pressure to its maximum in an
operating cycle. The displacer later rests at its BDC. This state is point 3. In a
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Figure 5.21 Working of Stirling engine [20]
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hot region, the working medium expands to pressure P4 maintaining the tem-
perature constant. The power piston moves from TDC to BDC due to improved
pressure and supplies mechanical energy to flywheel, which is being used
throughout the continuing processes of a cycle. The area under 3-4 signifies the
work performed by a working medium in the cycle.

4. Isochoric cooling process (4-1): Heat is being transferred by the working
medium to the regenerator. During this process, the flywheel momentum as
well as vacuum formed by the reduced pressure; a displacer moves from BDC
to TDC. It transfers the working medium to a cold region, via regenerator,
where pressure is low and little creation of vacuum in the space. This process is
represented by 4-1, at constant volume. The working medium transfers energy
to the regenerator.

5.4.1.2 Advantages of Stirling engine
A theoretical ideal Stirling cycle exhibits three advantages, dictated as follows.

1. It is reported that the presence of ideal regenerator makes thermal efficiency of
the Stirling engine approach the Carnot cycle efficiency. It also reduces the
quantity of input energy required from external sources for operating the cycle,
which ultimately enhances the Stirling cycle efficiency [20].

2. The replacement of two isentropic processes of Carnot cycle by two isochoric
processes increases the area of PV diagram. At higher cyclic peak pressures
and larger swept volumes, substantial work is being developed by the Stirling
engine. The increased quantum of work is denoted by marked areas as depicted
in Figure 5.22. Processes 1-2-3-4 represent the Stirling cycle and 1-2C-3-4C
represents the Carnot cycle [20].

3. As compared to almost all reciprocating piston engines operating at the same
temperature levels, compression ratios, mass flow rates, and the same peak
pressures, the ideally working Stirling engine depicts the maximum mechan-
ical efficiency [20].
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Figure 5.22 Schematic shows PV and TS diagram of the Stirling cycle [20]
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5.4.1.3 Types of Stirling engine
The isothermal compression as well as isothermal expansion processes happens
inside the power cylinder of an engine with the help of power piston. The role of
the displacer is to move the working fluid backward and forward through the
engine components, e.g., generator, heater, and cooler at constant volume [20].
The Stirling engine is classified as alpha, beta, and gamma configuration. All the
three types of engines work on the same thermodynamic cycle despite having dif-
ferent component design and arrangement. The schematics of these types are
shown in Figure 5.23 [20].

The displacer is absent in the alpha-type Stirling engine. The hot and cold
pistons are situated on both sides of the heater-generator-cooler assembly. They
travel consistently in a similar direction in order to deliver isochoric cooling or
heating processes of the working fluid. One piston is fixed and another moves after
transferring the whole working fluid into the cylinder to compress or expand it. The
hot piston does the expansion task, while the cold piston does the compression
work [20].

Both the piston and displacer have been included in the same power cylinder,
in the case of a beta-type Stirling engine. The displacer is intended to move the
working fluid from the hot end to the cold end via cooler, regenerator, and heater.
The power piston situated at the cold end of the power cylinder does the job of
compressing the working fluid when it is available at the cold end of the power
cylinder. Similarly, it does a task of expanding a working fluid when it moves at the
hot region of a power cylinder [20].

In the gamma type of Stirling engine, a displacer and piston moves in different
cylinders which are in connection with each other. The working medium available
between the hot and cold zones of a displacer cylinder is moved through the heater,
a regenerator, and a cooler assembly by the displacer. The power piston does the
job of both compressing as well as expanding the working medium. The gamma
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Figure 5.23 Configurations of Stirling engine [20]
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type arrangement having double acting piston design exhibits a higher theoretical
value of mechanical efficiency [20].

As reported in the literature [20], for an operating temperature range of 923–
1,073 K and for speed ranging from 2,000 to 4,000 rpm, the Stirling engine exhibits
an efficiency of about 30%–40%.

It is also reported [21] that the power generation capacity of worldwide
installed dish-Stirling power plants varies from 1 to 25 kW, attaining a maximum
efficiency of about 29.4%. The Stirling engine operating using helium as a
working/heat transfer fluid is reported to yield high efficiency. It is also seen that
the nonmetallic polymeric film reflectors are found appropriate for dish reflector
materials that may give as high as 97% optical efficiency. The research prospects
are there in an area of phase changing materials for their economics, identification,
and compatibility [21].

The solar concentrator size generally varies from 3 to 15 m for power gen-
eration. The steps involved in designing the solar dish-driven Stirling Engine are as
follows [22].

(i) Shape selection and type of dish, (ii) selection of dish reflecting material,
(iii) estimation of diameter of dish, size, and focal distance, size of focal point,
(iv) concentration ratio calculation, (v) type of absorber or receiver, material, and
shape, and (vi) Stirling engine design along with the electric generator.

The Stirling engines have been reported to be inexpensive as compared to
PV-based energy production units of 1,500 W electrical and of higher capacity.
These engines can be employed for use in remote or hilly regions for meeting small
requirement of power of individual home. In remote areas, it can be used for
applications, e.g., illuminating lamps, fans, driving small machines and small
capacity water pumps, charging of batteries, especially in remote areas [21].

The direct solar-driven Stirling engines are of utmost importance at locations
where solar irradiation intensity is available in plenty. In order to use directly the
solar energy captured, a concentrating reflector and an absorber are integrated with
the Stirling engine. The Stirling engine-based solar power unit that can be used in
various household applications is suitable at locations where quite lower tempera-
ture cooling sink is available, silent operation at a lower speed is mandatory or
acceptable, continuous and constant power generation is required and a longer
warming period is allowed [23].

5.4.2 Solar-Rankine cycle
In addition to the solar Stirling engine, the Rankine cycle is also a competitive power
producing cycle for electricity generation from solar thermal energy. The major
equipment of solar Rankine cycle power unit is (i) solar reflector or concentrator, (ii)
thermal energy storage system, and (iii) Rankine cycle components (boiler, turbine,
condenser, and pump). According to the type of working fluids, it can be a steam
Rankine cycle or organic Rankine cycle. The line schematic of solar Rankine cycle is
shown in Figure 5.24, which can be used for water pumping applications [23].
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The thermal energy collected from solar radiation is used to heat up water in
the evaporator (boiler) section. The pressurized steam may be used directly to run
the steam turbine or indirectly through the heat transfer fluid. The fluids used in the
latter case are water and Therminol-VP1. The indirect heating of heat transfer fluid
method is adopted in order to prevent the mechanical restrictions that occur with
direct heating technique and to have a provision of thermal energy storage in an
operating cycle. The working medium selection for solar-based Rankine cycles
working in a low-temperature range is very important. Generally, they are cate-
gorized as wet fluid, isentropic type fluid and dry fluids. The wet fluids must enter
into turbine in a superheated state, since liquid formation causes erosion of turbine
blades. The isentropic fluids need not be in a superheated state at the entry to the
turbine. It is in a saturated or superheated state at the turbine exit. The similar
conditions apply to the dry fluids [23].

5.4.3 Solar-Brayton cycle
The solar-only electrical power plant is quite competitive with solar systems
operating at higher temperatures. The maximum the working temperature attained
in the circuit, the better the performance of a plant. Sometimes, part of an energy
supplied into the combustion chamber of gas turbine power cycle can be make up
using capturing solar irradiation on the collector field. Such a combination is
termed as integration of the solar parabolic dish collector into the Brayton cycle,
which can be a better option for transforming solar irradiation into electricity. A
schematic of solar preheating Brayton-based power unit is shown in Figure 5.25,
where “SF” represents the solar field, “P” the pump, “EV” the evaporator, “K” the
compressor, “T” the turbine, and “HX” the heat exchanger, “CC” the combustion
chamber and “G” represents the generator. The compressed air at the compressor
exit is preheated by the heat energy captured using concentrating solar dish field.
An additional heat exchange is incorporated into the Brayton cycle circuit ahead of
the combustion chamber to transfer energy from the solar circuit to the Brayton gas
circuit [23].

Solar
collector

Evaporator
or boiler

Turbine

Condenser

Pump

Figure 5.24 Schematic of Solar Rankine cycle [23]
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5.5 Integration of solar to thermal power with
the conventional generating unit

The renewable hybrid technologies have been divided into three categories: low,
medium, and high hybrid system, which are dependent upon their energy genera-
tion capabilities. Low renewable energy technologies deliver better efficiency as
compared to the medium and high renewable hybrid technologies. These low
renewable energy technologies are Solar-Brayton cycles (as discussed earlier),
solar-assisted coal power units, and integrated solar combined cycles (ISCC). The
medium class renewable energy systems have some limitations such as low effi-
ciency and are less economical, e.g., the solar thermal power unit with natural gas
fuel for backup. High renewable hybrid technologies are environment-friendly,
having less impact on the environment. These are the combinations of con-
centrating solar power with biogas, geothermal, and wind energy [24,25].

5.5.1 Low renewable energy hybrid technologies
In this case, the solar energy is utilized in fossil fuel-based power units for assisting
secondary tasks like preheating of working fluid entering into the Boiler. A share of
the same in the case of low renewable integration system is usually less than 20%
of the total energy supplied.

5.5.1.1 Solar-Brayton cycles
In the Brayton cycle-based gas turbine unit, a captured solar energy is used to heat
up the compressed air, prior passing it to the combustion unit/chamber. It may also
be used to create a steam that is to be supplied into the combustion unit/chamber as
a functional/working fluid, as shown in Figure 5.25. The cycle efficiency increases
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Figure 5.25 Schematic of the integrated solar Brayton cycle components
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in both the cases due to increased working fluid temperature at the inlet to a
combustion chamber. The solar-thermal to electricity conversion efficiency of such
plants exhibits an increasing trend due to a rise in working fluid temperature of the
Brayton cycle at the entry to the turbine. This mode of hybridization permits
uninterrupted plant working even during the absence of solar energy.

5.5.1.2 Solar-assisted coal power units
Solar-assisted coal-fired thermal power units make use of concentrated/absorbed
solar energy for the purpose of preheating as well as boiling. It is known that in the
case of coal-fueled power plants, the generated superheated steam in a boiler is
supplied into the high-pressure stages of the turbines. An intermediate and lower
pressure turbine stages are driven by the steam leaving from high-pressure turbine,
and by the steam supplied after being reheated in the boiler which finally condensed
into the condenser. The condensate enters into a boiler via. three low pressure
heaters, deaerator, and three high pressure heaters as depicted in Figure 5.26. The
condensate as well as feed water is heated with the help of steam extracted from
various stages of the steam turbine.

An energy extracted from the sun is utilized in such a way that, during sunny
hours, the steam extracted from one of the turbine stages is cut-off and the feed-
water may be heated by utilizing heat absorbed from solar-energized feed water
heater (FWH). In case when the solar irradiation is inadequate to completely cut off
the steam extraction, the total flow of feed water is heated partially by extracted
steam and partially by solar-driven heat exchanger, as depicted in Figure 5.26 [26].
The abbreviation “SWH” represents solar water heater in the schematic.
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Figure 5.26 Solar-assisted coal-fueled power unit [26]
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5.5.1.3 Integrated solar combined cycles (ISCC)
The ISCC is defined as a combined cycle technology that offers higher perfor-
mance as compared to the individual Rankine and Brayton cycle-based power
units. The hybridization of combined cycle can be brought into practice through the
two cycles, e.g., topping cycle and bottoming cycle. The example of topping cycle
is solar-Brayton cycle power units and an example of bottoming cycle is a solar-
assisted coal-fired plants. It is observed from the literature that topping cycle-based
hybridization technology have lots of key features as compared to the bottoming
cycle integration [24].

5.5.2 Medium-renewable hybrids
The drawback of a standalone solar power plant, i.e., low capacity factor, can be
overcome by using thermal energy storage system. It has been noticed that many
standalone solar thermal power units use fossil fuels, e.g., natural gas as a reserve to
retain the plant functional during duration of low insolation periods. The solar
power plants in the Spain can contribute 12%–15% of gross power generation
output using fossil fuels, and in the United States this ratio is close to 25%. The
systems include (i) combined solar-coal Rankine energy generation system and
(ii) solar power plant with natural gas. The combined solar-coal Rankine energy
generation system is discussed in earlier section. The solar power unit with natural
gas is discussed ahead.

5.5.3 High renewable hybrid technologies
The high renewable hybrids technology includes concentrating solar power system
combined with biogas unit, with geothermal unit and wind turbine unit.

5.5.3.1 Concentrating solar power-biogas
In the present scenario, it is observed from the literature that concentrating solar
power-biogas hybrid technology delivers a promising option of generating un-
interrupted electricity, especially in remote and hilly areas [24].

One such solar-power-based biogas unit presented by Zhang et al. [27] is
discussed. In this system, the heat sources such as solar tower/collector field and
biogas boiler are coupled in parallel. During the day time, the power is generated
by using both the energy resources solar and biogas, while only biogas is active
during the night time, without stopping the power unit. An excess biogas produced
during sunshine hours is collected in the container tank which is utilized for elec-
tricity generation during insufficient supply of solar energy. A steam turbine is then
driven solely by a biogas unit continuously on cloudy days [27].

5.5.3.2 Concentrating solar power-geothermal
The geothermal technology is a new nonfossil fuel resource that is holding
potential of hybridization with concentrating solar power. Generally, geothermal
power units extract thermal energy from the ground to produce electrical power.
The flash kind of geothermal systems is the most well-known type of geothermal
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power units. Generally, the flash system utilizes hotter water at higher pressure to
produce vapor in a flash chamber, which runs the turbine. Another kind of power
units is based on the low-temperature geothermal resources to produce vapors of a
fluid having a low boiling point. These systems also work on the Rankine cycle.
Due to constant supply of energy, geothermal power plants are working as a base
load unit with high energy capacity factor. The performance of the geothermal
power plant also reduces with enhancement in the atmospheric temperature. But
hybridization with concentrating solar power can mitigate some of its difficulties
presently being faced on an individual level. The assistance of solar energy in the
geothermal power cycle is mainly for (i) super heating of steam before supplying it
to the turbine and (ii) preheating of geothermal brine [24].

Generally, geothermal liquids/gases are being drawn from so many wells at
various temperatures. The geo-fluid obtained from low-temperatures is additionally
heated in the solar-driven heat exchange unit. It is then utilized to evaporate the
operational heat transfer fluid in thermodynamic cycles to generate electricity [28].

5.5.3.3 Concentrating solar power-wind
The hybridization of concentrating solar power plants with wind power is presently
the most cost-effective renewable energy available, which is widely adopted in the
world. The hybridization technology of a concentrating solar power with the wind
energy needs lot of research attention for its improvements. It is because both do
not have widespread synergy in the point of sharing of system arrangement, espe-
cially unlike the other thermal energy sources, for example, biomass and geother-
mal. On the other hand, solar energy naturally helps wind energy in producing
power without interruptions. The wind speed is generally low during the day time
and during the summer season as compared to during nights as well as winter
seasons. The investigations have showed that the best ideal location of wind and
concentrating solar power units may lessen the limitations of standalone con-
centrating solar power units and wind plants. The integration may supply constant
base load electrical power [24].

Multiple options of utilizing solar energy are discussed in this chapter in order
to portray the probability of utilizing these integrated resources for providing
energy to many remotely located smaller homes.

5.5.4 Advantages of hybridization of solar power systems
with other technologies

As observed from the literature survey, several CSP systems with the integration of
other technologies have been investigated in the recent years, some important
advantages are found:

1. Hybridization technologies accelerate more nonstop operation of the power
generation plants arrangements and also decrease the need for the obtainability
of the sun shining hours.

2. The hybridization of solar combined cycle’s power plants can lead to obtaining
higher conversion efficiencies of solar energy into electrical energy at lesser costs.
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3. The energy storage system is a key alternative to reduce the drawback of the
standalone solar power plant such as a low capacity factor. It is observed that
many standalone solar power units use fossil fuels, such as natural gas as a
reserve to keep a unit functional during low insolation periods.

4. The key significance of hybridization of the solar-assisted coal-fired power
production system is to reduce carbon dioxide emission and gives some of its
share for environment protection.

5. The environmental and global warming issue can easily be handled using this
kind of hybrid technologies.

5.6 Concluding remarks

The thermal efficiency of a solar thermal power unit is stated as a ratio of the
difference of two terms (i) solar energy absorbed by the solar thermal absorber and
(ii) the energy losses via radiation and convective modes of heat transfer; to the
incident solar energy on the collection system. It is expressed as [11]:

hth ¼ aQin � Qloss

Qin
¼ a� esFviewT4

R þ h TR � Tambð Þ
hfield � EDNI � C

(5.15)

where

a Solar absorptance of the photothermal absorber
e Thermal emittance of the solar thermal absorber
s Constant-Stefan Boltzmann (5.67 � 10�8 W/m2 K4)
Fview Configuration factor between absorber surface and surroundings
TR Temperature of absorber surface (K)
h Heat transfer coefficient of convection mode (W/m2 K)
Tamb Surrounding temperature (K)
hfield Efficiency of collector field (incorporating losses by cosine factor, spillage,

and reflectance)
EDNI Direct normal irradiance flux (W/m2)
C Concentration ratio

5.6.1 Ways to improve the efficiency of solar-based power
plant/efficiency improvement

The ways which may augment the efficiency of a solar-based power plant are
discussed as follows.

1. To enhance the power plant performance, it is required to prevent dust accumu-
lation on the reflectors and also regular dry cleaning is recommended by many
researchers. Since it is reported that the transmittance of glass plates reduces by
39.4%, on an average on exposing it to the solar radiation for 38 days. To inherit
self-cleaning and anticontamination properties in the concentrating solar power
mirror, superhydrophobic material coatings are recommended [11].

Solar energy generation technology for small homes 109



2. The heat transfer fluids with higher thermal stability of temperatures may also
improve solar collection system performance. The low viscosity of heat
transfer fluid reduces the pumping power, whereas higher values of specific
heats of fluid reduce the size of a thermal energy storage tank. These two
factors also help in augmenting the efficiency of a solar thermal system [11].

3. The replacement of the aluminum concentrator by galvanized steel structure,
aluminum polymeric reflector by thin-silvered glass reflector and applying
selective surface coatings on the receiver help improving the system performance.
The use of steel and thin glass reflector improves the system performance by about
12% that may lessen the cost of energy to be delivered by about 25% [29].

4. The use of high mirror quality that allows more than 98.5% reflectivity to the
solar rays incident on the reflector surface, also help in improving system’s
efficiency [29].

5.6.2 Challenges/limitations of concentrating power
technology in remote as well as desert regions

Despite concentrating solar power technology is realistic and convincing in remote
areas for individual home power generation, lots of challenges are to be faced for
its efficient and uninterrupted operation. It involves water consumption/avail-
ability, electricity transmission, energy supply security, materials design, selection
of energy exchange fluids, feasibility of thermal energy storage, and design of
receiver subsystems in addition to commercial feasibility and ecological effects.
Some of the technical challenges are deliberated as follows [11].

1. Water consumption
Huge quantity of water is essential for cooling of receiver (solar power com-
ponent) and for cleaning of mirrors/other reflecting surfaces. The availability
of water is a major concern in some remotely located regions. The predicted
water need ranges from 3 to 3.50 m3/kW. The 95% of total water requirement
is used at cooling tower and 5% is consumed in general for mirror cleaning.
The adoption of dry mirror cleaning approaches are essentially helpful in
reducing the use of water consumption in solar-based power plants.

2. Dry cooling
Most of the commercialized concentrating solar power plants are associated with
the conventional Rankine cycle steam power plant. The cooling of turbine outlet
steam is to be achieved using cooling water. The lower the steam-condensation
temperature, the better the plant efficiency. A cooling task in the steam condenser
is better achieved by using ordinary cooling water, which helps in quicker cooling
and that to at lower temperature. Studies of National Renewable Energy Labora-
tory (NREL) have revealed that dry-cooling might preserve water usage by more
than 90%. However, the difference of temperature between the cooing water and
the dry cooling medium may differ the yield of cycle thermal efficiency.

3. Dustcleaning
The reflectivity of the heliostats, parabolic concentrator, and the transmissivity
of the solar absorber reduces due to accumulation of dust particles and therefore
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the efficiency. The studies have revealed that about 40% of the solar-thermal to
electric power conversion decreases due to formation of a dust layer of size
4.844 gm per sq. meter. It also influences the optical performance of the con-
centrating solar power reflector. It is seen that 1% decrease in the reflectivity
increases the levelized cost of electricity by about 1%. The most effective way is
to wash mirrors with detergent and water. At rural or remotely deserted area it’s
a challenge to arrange water for the task.

4. CSP-desalination cogeneration
The concentrating solar power generation with desalination is nowadays an
attractive option in remotely located desert areas. The steam generated in the
concentrating solar power cycle is used to support the desalination process,
which may also fulfill the water demands of the remote population facing
shortages.

5. Heat transfer fluid
The heat transfer fluid is a vital part of the concentrating solar power plant which
does a job of transferring heat effectively from the concentrated radiation to the
steam generator. The heat transfer fluids used in concentrated solar to electricity
power unit are air, water (steam), thermal-oils, organic, as well as molten salts. It
not only serves the purpose of transferring energy but also serves the job of storing
energy without thermal energy storage tank. The desired features of the heat
transfer fluids are low melting point (in order to minimize the risk of freezing) and
higher thermal stability (to enhance system performance). In the case of solar
power systems, the heat transfer fluids need to be stable upto 700 �C and should
have corrosion-resistant property also not to corrode the material of container or
pipelines. The low viscosity reduces the pumping power, whereas higher specific
heat is good to lessen the size of the tanks meant for energy storage purposes.
Keeping in view all above aspects, the air has been reported as a best option for the
same. The thermal oils, e.g., mineral oil, synthetic oils, and silicon oil, have very
narrow operating ranges, i.e., between 200 �C and 400 �C.

6. Environmental impacts
It is reported that the concentrating solar power systems are environment
friendly and are commercially feasible. The development of efficient con-
centrating solar power systems may capture maximum freely available and clean
source of solar radiation for illuminating and energizing small or remotely
located homes or communities. It may also reduce emission of hazardous gases.

In the case of solar tower installations, living creatures like flying birds get
injured badly due to concentrated solar radiation beams focusing toward solar
tower.

The effluent of harmful heat transfer fluids (organic fluids, thermal synthetic
oils, molten salts, hydraulic fluids, lubricants, and coolants) into the atmo-
sphere after usage from the concentrating solar power systems may not be
environment friendly. Proper preparation and better practices need to be fol-
lowed to shrink the environmental impacts caused using these materials. The
organics biphenyl/diphenyl oxide used in concentrating power systems are
very toxic and may have a probability to catch fire.

Solar energy generation technology for small homes 111



7. High capital costs
Other significant matter with the CSP system is the commercial feasibility. The
capital costs of concentrated solar technology-based power unit is high. The
pursual of mass production techniques and technology innovations/advancements
in heat transfer fluids, high temperature storage systems and in thermodynamic
cycles may decrease the capital, running, and maintenance cost by around 60% in
near future.

So, it is observed that setting up of solar thermal power units in remotely
placed areas for a bigger capacity, say, above 100 kW is problematic to
maintain and operate. In such areas, solar thermal power plant of less than or
equal to 5 kW capacity for an individual home may prove beneficial to meet
the routine/daily household needs.

5.7 Summary

A brief of local energy generation technologies specifically the “concentrating
solar power” is described in the chapter along with the different types of solar
thermal collector systems and the power generation cycles that can be used for
power generation. It also includes the ways to improve the performance of solar
thermal power systems and challenges to be faced for remote power generation in
order to meet the individual’s daily energy needs.
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Chapter 6

Numerical analysis of phase change materials
for use in energy-efficient buildings

Swapnil S. Salvi1,2 and Himanshu Tyagi1

Due to the efficient performance in energy storage density, solar thermal energy
storage (TES, especially latent type) applications are drawing more attention in the
research field of solar energy. Among all of the types of solar thermal storage
technologies, the latent heat storage system using phase change materials is the
most efficient way of storing thermal energy. It has some dominant factors such as
high density energy storage and isothermal operations, i.e., very small temperature
range for heat storage and removal. Thus, latent heat storage systems have greater
applicability over the other types of TES systems.

This chapter initially presents an analysis of a latent-type solar thermal energy
storage (TES) system involving some of the important cases carried out comprising
the application of ambient conditions with various geometries and working con-
ditions. The analysis is carried out in MATLAB� and COMSOL�, which contains
transient simulations of latent heat storage functioning with 1D and 2D modeling. It
comprises the validation of numerical 1D analysis with corresponding analytical
solution, observation of the change in thermophysical properties at the melting
point, etc.

Further in this study, the phase change material (PCM) is assumed to be
incorporated in a brick wall structure, which can improve its thermal performance.
A 1D numerical model on COMSOL Multiphysics is developed to analyze the
thermal performance of the PCM-filled brick wall unit. The numerical model and
the adopted hypotheses are illustrated in detail. The comparison between tem-
perature distributions of a simple brick wall and a brick wall with a PCM layer is
presented. The results show that using the numerical tool, it can be observed that
the thermal performance of the PCM-filled brick wall is efficient over the simple
brick wall without PCM. This concept of the PCM-impregnated building structure
is found to be successful in shifting the energy requirement of the equipped
building sector from a high peak electricity demand period to an off-peak period.

1Department of Mechanical Engineering, Indian Institute of Technology Ropar, India
2Department of Mechanical and Aerospace Engineering, University of Texas at Arlington, USA



6.1 Introduction

6.1.1 Motivation
Solar energy is the most abundant energy source and it has the highest potential to
be the most effective energy source among all other conventional energy sources
such that out of the total solar energy intercepted by earth, i.e., approximately
1.8 � 1,014 kW, only one-thousandth part of solar energy with 10% efficient
energy conversion devices will produce 400% of the total world’s energy genera-
tion rate [1]. The higher usage of fossil fuels is due to its comparatively lower price
and easy accessibility. But, due to burning, fossil fuels will produce harmful and,
up to some extent, poisonous emissions into the atmosphere, affecting various
critical environmental factors from the human health and global warming point of
view. Also, the depletion rate of fossil fuel is faster than its production due to over
exploitation. Thus, we must research and improve the most promising alternate
energy resources, and the solar photovoltaic (PV) and solar thermal energy are the
best-suited options for the future energy requirements of the developing world due
to its clean and nonpolluting nature.

Solar thermal collectors are the heat exchangers in which heat transfer fluid
(HTF) transforms the solar thermal energy absorbed by the collector in order to
use it in the applications such as water heating, steam generation, drying, and
desalination [1]. Solar thermal collectors can be classified on the basis of two
factors, viz., concentration of solar radiation and operational temperature of the
solar collector [2]. Non-concentrating and concentrating collectors are the further
categorization on the grounds of the concentration of solar radiation absorbed. Flat
plate type and evacuated tube type collectors are included in non-concentrating
collectors, whereas concentrating collectors will be further classified on the basis
of the method of concentrating solar radiation, viz., line focused (linear Fresnel,
parabolic trough collector, etc.) and point focused (parabolic dish reflector, power
tower, etc.) type collectors. According to the operational temperatures of the
specified collectors, it is classified as low-, medium, and high-temperature solar
collectors [3].

It has been well understood by the researchers that there is a significant scope
of enhancement in solar energy harvesting. The functional working of the compo-
nents of solar collectors must be improvised with the help of the continuous
research in order to enhance the overall performance of the solar thermal systems.
The researchers have shown their keen interest in the optimization of conventional
solar harvesting techniques, also in the enhancement of overall solar power plant as
well as individual components of the solar thermal collectors. Numerous inventions
have been successfully attempted in order to increase the solar selectivity of the
absorber, increasing the heat transfer coefficient of the working fluid or HTF,
reducing the thermal losses, etc. In recent years, some researchers have deliberately
published some reviews on improvisation of solar thermal power plants. Reddy
et al. [4] studied different case studies of solar thermal power plants in the Indian
climatic conditions in order to efficiently design the functional requirements and
operating parameters of solar thermal power plants. Suman et al. [5] presented an
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overview of different methods used in order to enhance the performance of solar
thermal energy harvesting.

The enhancement in the efficiency of individual components of the solar ther-
mal collector will ultimately improve the overall performance of the solar thermal
system. Amri et al. [6] presented a review on improvisations in the solar selective
coatings in the case of a flat plate type solar collector specifically manufactured
by sol–gel methods. For high-temperature applications, Cao et al. [7] reviewed
cermet-based absorber coatings including the performance of different materials,
manufacturing methods, etc. with considerations of solar selectivity requirements.
Moreover, Atkinson et al. [8] studied and reported the research studies which
state the improvisation of absorbers as well as reflectors of solar thermal collectors
by applying solar selective coatings best suited for concentrated solar thermal
systems.

The improvement in the heat transfer coefficient of HTF directly by introducing
nano-sized particles in it, collectively called nanofluid, is ultimately used for
improving the heat transfer mechanism in solar thermal systems. Taylor et al. [9]
presented an extensive review of nanofluids in the field of high flux solar thermal
collectors. Mahian et al. [10] and Kasaeian et al. [11] focused their review on
applications of nanofluids in the field of solar energy considering economical and
environmental aspects, along with the possible challenges for the same. Further,
there is a considerable research work going on in the field of direct absorption of
solar energy into volumetric absorbers. Phelan et al. [12] elaborated the past record
of direct absorption solar collectors (DASC) as well as their future scope in different
applications, highlighting the potential of solar energy conversion using the DASC.
Gomez-Garcia [13] focused on the ceramic-based volumetric absorbers including
various structures and manufacturing methods. Gorji et al. [14] presented an exten-
sive review of the integration of nanofluids in the DASC including the preparation of
nanofluids and optical characterization of the same along with the challenges and
difficulties faced. The researchers are also working on the integration of TES into
solar thermal power plants, which leads to the prevention of fluctuations in solar
energy supply due to day–night cycles and unexpected cloud covers [15]–[17].

Energy used to maintain the ambient air conditions in the building sector shares
a significant part of the total energy being used worldwide. Moreover, due to the
recent increase in population and improvement in living standards of people, the
overall energy requirements by the building sector are continuously increasing.
Phase change material (PCM)-assisted TES can be considered as an efficient solu-
tion to control the surge in building energy demands. PCM incorporated envelopes
in brick walls or gypsum boards can be used to reduce the energy demands which
ultimately improve the energy efficiency of buildings. PCM incorporation enhances
the thermal energy capacity of construction materials (concrete, brick, stone, etc.).

6.1.2 Background
Global problems such as increasing fossil fuel use and higher greenhouse gas
emissions could be tackled by effective utilization of renewable energy forms.
Earth’s surface experiences solar radiation for a significant time period of the day,
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which can be converted into thermal energy directly or into electricity using solar
PV. Solar TES techniques are becoming a fundamental requisite to reduce the
adverse effects of fluctuations in solar radiative energy due to cloud cover, day–night
cycle, seasonal variations, etc.

It has been recognized by Kuravi et al. [16] that TES incurs a lower capital cost
as compared to mechanical and electrical energy storage technologies, along with
higher operational efficiencies. TES is implemented to balance out the low solar
energy supply and periodic higher demand rates. Zalba et al. [18] stated that TES
also ensures the security of energy supply and storage. The TES system can allow
the power plant to run on its full capacity regularly, even if the demand rate is not
matching with the thermal energy production. Due to the highly efficient properties
of PCM, it can also be used for the PV thermal management [19].

Different forms of TES are sensible heat storage, latent heat storage and
thermochemical storage [15]. The detailed classification of energy storage materi-
als is depicted in Figure 6.1 [20]. The storage of energy by any means other than
thermal requires the usage of an extra equipment such as electric battery, whereas
in the case of latent heat storage, it can be reduced or eliminated [18].

Sensible heat

Gas-Liquid Solid-Gas

Organics Inorganics

Solid-Liquid Solid-Solid

Latent heat
Chemical

energy

Eutectics
(single

temperature)

Mixtures
(temperature

interval)

Eutectics
(single

temperature)

Mixtures
(temperature

interval)

Paraffins Fatty acids Hydrated
salts

Energy storage materials

Figure 6.1 Classification of energy storage materials. Adapted from Ref. [20]
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Zhao et al. [21] stipulated that the major issue regarding the PCM is its low
thermal conductivity, which usually ranges from 0.2 to 0.7 W/m K. This is much
lower as compared to heat storage mediums in sensible heat storage systems. Low
thermal conductivity will result in a slow disposal rate of the stored heat energy,
and thus it leads to the sub-optimal performance of the PCM-latent heat storage
system. It is a very important and desired quality required as far as thermal storages
are concerned. For improving the thermal performance of the PCM storage system,
fins are incorporated in the system [22] or high thermal conductivity particles are
introduced into the PCM.

In this study, we will be focusing on the analysis of latent thermal storage
models in Section 6.2. Various cases including different working conditions are
applied on the 1D and 2D geometries. Initially, the validation of the numerical
solution has been carried out with the analytical solution of simple 1D Cartesian as
well as cylindrical geometries, using COMSOL and MATLAB codes. Further cases
comprehend the temperature distribution for the conditions to a higher temperature
above PCM’s melting point. The corresponding results are presented and illustrated
in the problems mentioned.

There are numerous applications of TES incorporating PCM [18,23] such as
TES for shifting the peak loading conditions, energy-efficient buildings, transport
of temperature-sensitive goods, hot water PCM tanks, etc. It has been estimated
that most of the energy is used for cooling and heating of the buildings (com-
mercial and residential) because of climate change, social and economical chan-
ges, transformation of life style, etc., especially in developing countries such as
India and China. In these developing countries, up to one-third of the total
primary energy gets consumed for the construction of the buildings and usage of
the occupants.

For comfortable residential and commercial buildings, cooling and heating of
the building are necessary. For most of these end-uses (such as lighting, fans,
appliances, heating, and cooling), electrical energy is required, for which fossil
fuels have been used. So, one should focus on the usage of clean and free energy
(such as solar energy) resources for comfortable buildings. Solar energy is freely
available on the earth, and a huge amount of solar energy incident on the surface of
earth. It has been estimated that around 5.6 million exajoules of sunlight incident
on earth’s surface, which is 1,000 times the current global energy consumption
[24]. The value of the incident solar radiation varies from one terrestrial location
to another.

Thermal energy storage for maintaining the ambient conditions inside the
buildings is becoming increasingly important due to the surge in fossil fuel prices
and environmental concerns. The properties such as high thermal storage density as
well as the isothermal nature of the operation leads to employ PCMs in the latent
heat storage system. New and intelligent materials, such as PCM, can store latent
heat energy in addition to the typical sensible energy capacity, allowing one to store
significantly more energy as compared to conventional building materials. This
kind of (latent heat type) TES is preferred more and more in the case of buildings
built with energy-saving purposes.
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The PCM-Brick wall system can offer some competitive advantages over the
traditional brick wall [20], listed as follows:

1. The ability to save the operative fees by shifting the peak electricity demand to
off-peak periods, since electricity cost is much lower at night as compared to
that of the day.

2. Continuous storage of solar energy during the day, and releasing it at night,
thus improvising the thermal comfort level.

3. Storage of natural cooling through ventilation at night in summer, which can be
released to the room air during day time, thus reducing the cooling load of air
conditioning.

There are various ways to incorporate the PCM into building structures which
have been investigated in the literature [25], viz., direct incorporation, immersion,
and encapsulation. The present study describes the application of PCM in the sector
of energy-efficient buildings. The topic with validation of COMSOL simulations
over a brick wall with the analytical method for the identical conditions will be
initialized. One special case is also carried out in order to check whether gravita-
tional effects are advantageous for the PCM incorporated bricks walls or not, so as
to decide whether we have to enhance or suppress the gravitational effects inside
melting PCM by accounting volumetric construction of PCM storage. Generally,
the PCM included in the wall is in the form of microencapsulated particles in a thin,
high-molecular-weight polymeric film, thus leading to the prevention of any sig-
nificant buoyancy effects inside the PCM layer and enhanced heat transfer [26].
Moreover, microencapsulation offers numerous advantages such as the increase in
the effective heat transfer surface area, enhancing PCM inertness with the respect
to the surrounding environment and restricting the major changes in the bulk
volume due to phase change [23]. Further, numerical modeling of a brick wall
containing the PCM layer in between has been done to check the effectiveness of
the PCM layer. It has also been compared with the conventional case of the simple
brick wall (without PCM) experiencing similar realistic boundary conditions.
Additionally, the major findings or conclusion of the study as well as some possible
future scope regarding the same are detailed.

6.1.3 Prior work
For the harnessing of the solar irradiation, solar thermal collectors absorb the solar
energy, convert it into heat and transfer the heat to the working fluid (air, water,
PCM, etc.). Li et al. [27] numerically showed that 64.6% heating demand and
20.2% of cooling requirement in buildings can be met by using solar energy. Tsa-
likis and Martinopoulos [28] suggested that the solar energy systems are capable of
covering more than 76% of the total primary energy demand and in some cases up
to 97%, while presenting a Discount Pay Back Period of less than 6 years (with a
minimum of 4 in some cases) with an initial investment cost of 10,000–12,250 €.
Kyriaki et al. [29] presented the overall evaluation of the solar thermal system and
its contribution in the improvement of building’s energy and environmental
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performance. They have concluded that with solar thermal systems, there has
67% less CO2 emission to the environment. The building sector is predicted to
be the fourth largest contributor to CO2 emissions [30]. In order to minimize the
energy consumption for the building sector, the development of new energy
storage devices must be developed where the PCMs get to be the most suitable
candidate [30].

During the past one or two decades, an extensive research has been carried out
in order to achieve a highly efficient latent heat energy storage which can be uti-
lized in the scope of energy-efficient buildings. However, as per the literature, it is
found that there are some hurdles to make this technology totally compatible with
the practical applications. Zhang et al. [25] analyzed the application principles of
PCM-integrated building walls and also have discussed different applications and
the trends of PCM utilization in the building sector. Vicente et al. [31] experi-
mentally tested the capabilities of PCM to be used as a thermal regulator for indoor
building spaces. They compared among different combinations of clay masonry,
PCM macrocapsules and extruded polystyrene (XPS) form as a thermal insulation.
Cabeza et al. [32] demonstrated the utilization of the microencapsulated PCM
impregnated into the concrete walls in order to achieve cold inside building con-
ditions and enhanced thermal inertia. Moreover, Izquierdo-Barrientos et al. [33]
numerically studied the PCM properties in order to determine the optimum phase
change temperature for the highest possible heat capacity. They have concluded
that the PCM envelope inside the wall increases the thermal load during the day
time and decreases during the night time.

Zhu et al. [34] experimentally analyzed a wallboard in a common concrete
wall integrated with shape-stabilized PCMs. They found that the melting tem-
perature and thicknesses of the PCM layer are most significant factors to be focused
on while designing the similar system. They also analyzed the peak load reductions
for cooling and heating using numerical techniques. With optimum parameters
chosen, authors have concluded that the energy savings for a year were 3.4%–3.9%.
Sayyar et al. [35] carried out a comparative study based on the experimental and
numerical analysis of shape-stabilized phase change nanocomposites to achieve the
aim of energy-efficient building constructions. They have reported that the inte-
gration of a nano-PCM into the building envelopes will maintain the required
average interior temperatures and reduce the overall energy consumption by 79%.
Further, Kuznik et al. [36] carried out an experimental comparative study on the
PCM wallboard in order to achieve minimum fluctuations in thermal behavior of
wallboard using a wooden wallboard with and without PCM. They also compared
the experimental results with the numerical simulations carried out with identical
boundary conditions. Biswas et al. [37] utilized a nano-PCM enhanced wallboard
to carry out experimental as well as numerical evaluation. They studied the two
different setups kept side by side, one with simple gypsum wallboard and another
incorporated with PCM, analyzed for a whole year. After carrying out the men-
tioned comparative study, the authors concluded that the nano-PCM wallboard
reduced the thermal fluctuations as well as the peak heat gains by delaying the heat
transferred into the interior of the building space. Moreover, Biswas et al. [38]
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experimentally analyzed the probability of utilizing a novel PCM made of glycer-
ides engraved into high density polyethylene pellets into the building envelopes.
They have also validated the experimental results with an identical numerical
model by carrying out the annual simulations. This study concludes that the mod-
ified PCM building envelope system can yield better thermal performance at a
lower cost.

Bastani et al. [39] investigated the incorporation of the PCM into the wall-
board inside the building envelope in order to shift the peak energy load of the
building sector to the off-peak load period. They concluded that the two most
important factors would be the PCM thickness and its thermophysical properties,
which must be appropriately quantified to satisfy the design objective. Further,
Castell et al. [40] carried out an experimental comparative study for the purpose
of building cooling, in which they compared the working of PCM with two con-
struction materials, viz., conventional and alveolar brick to be tested in real con-
ditions. This study demonstrated that there were approximately 15% energy
savings for setups with the PCM as compared to that of without the PCM. Alvarez
et al. [41] presented an innovative solution to enhance the building night cooling
application utilizing the PCM. They reported that positioning PCM inside venti-
lated air layers of building wall sections leads to a significant increase in the
convective heat transfer coefficient along with the hike in the utilization factor.
Shilei et al. [42] investigated the effect of incorporating the PCM into simple
gypsum wallboards and hanging them up on the interior side of the wall in order to
achieve the minimum thermal fluctuations in the winter season. They reported
that the impact of PCM wallboards inside the room when experiments were car-
ried out inside the room can weaken the indoor air fluctuations and can reduce the
heat transfer through building walls. Further, Ahmad et al. [43] carried out a
comparative study between experimental investigation and computerized simu-
lation of PCM wallboards by analyzing thermal behavior of the system. This
study showed that the polyvinyl chloride panels filled with PEG 600 is a
suitable candidate for our objective of the building material with higher heat
capacity storage and light weight construction. Shi et al. [44] experimentally
assessed the position of macro-encapsulated PCM integrated with concrete walls
for analyzing indoor temperatures as well as humidity contents. They reported that
the proposed PCM models are thermally efficient by reducing the maximum
temperatures around 4 �C. It also provides required comfort by reducing the inside
humidity levels by 16%.

Some of the researchers also attempted to mix the nano/micro-PCM with
concrete, in order to use it directly as a construction material. Schossig et al. [45]
investigated the probability of using the technology of microencapsulation of PCM
in the field of energy-efficient buildings. They carried out numerous simulations to
find out the useful material parameters in order to use them for reasonable known
applications. Sa et al. [46] presented the development of a new composite material
based on the incorporation of microencapsulated paraffin in cement-based plas-
tering. Firstly, this setup was experimentally analyzed, and further in order to
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validate the same, the finite element method was applied to the thermal analysis.
From these studies, it has been stated that the appropriate base for numerical
simulations of real-scale buildings has been set, encompassing the use of PCM-
based plasters in order to evaluate the corresponding optimum solution. Further,
Sage-Lauck et al. [47] studied the modelling of the construction of a passive cooled
duplex house, whose design incorporates the PCM inside the building structures.
The results of the corresponding building energy simulations signify that the inte-
gration of 0.9 kg/m2 surface area of the PCM in building structures with a melting
temperature of around 25 �C can reduce the overheat by about 50%. Moreover,
Kheradmand et al. [48] evaluated the thermal behavior of cement-based plastering
mortars with and without the microencapsulated PCM. It was reported that the use
of more than one type of PCM in the mortar has revealed appropriate thermal
behavior. However, the thermal characterization testing gave confirmation for the
feasibility of hybrid PCMs in mortars (Table 6.1).

Table 6.1 Summary of the literature for PCM applications

Sr. no. Author
(year)

Type of
PCM

Wall
composition

Method of
incorporation

Development

1. Sayyar
et al.
(2014)

Fatty acid
based

Concrete Shape-stabilized
PCM

Reduced energy
consumption
by 79%

2. Zhu et al.
(2015)

Paraffin
based

Concrete Shape-stabilized
PCM

Achieved annual
energy savings
for cooling and
heating purposes
around
3.4%–3.9% and
14.8%–18.8%,
respectively

3. Kuznik
et al.
(2009)

ENERGAIN� Wooden
wallboard

Micro-
encapsulate

Validation of
experimental
data with
numerical solu-
tion considering
hysteresis

4. Biswas
et al.
(2014)

Glycerides Cellulose
insulation

Macro-
encapsulation

Better thermal
performance at
lower cost with
considerable
energy savings

5. Castell
et al.
(2010)

RT 27 and
SP-25 A8

Brick and
Alveolar
brick
cubicles

Macro-
encapsulation

15% additional
energy savings
can be achieved
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6.2 Analysis of latent heat TES

In this section, we will carry out a thermal analysis for various combinations of
different geometries, in 1- or 2D system and with the Cartesian or cylindrical
coordinate system. This section will be initialized with the basic validation of 1D
Cartesian as well as cylindrical PCM geometries. Further, it will be continued with
varying boundary conditions and addition of more realistic boundary conditions
(Table 6.2).

The PCM for all described cases selected except case 2 and case 3 from this
section is octadecane (C18H38) which is being used as encapsulated PCM in
building structures [26], having the properties described in Table 6.3 [49,50].

All the cases except the last contain a numerical study which considers only
conduction as a mode of heat transfer and neglects the effect of natural convection.
The assumption of only conduction is valid for small PCM passages.

Table 6.2 List of cases and their details

Case
no.

Geometry Coordinate
system

Boundary
conditions

Brief details

1. 1D Cartesian Constant
temperature

Comparison of analytical vs.
numerical solutions for a
case of PCM melting

2. 1D Cylindrical Constant heat
(extraction)
flux

Comparison of analytical vs.
numerical solutions for a
case of PCM freezing

3. 1D Cylindrical Constant
temperature

Comparison of analytical vs.
numerical solutions for a
case of PCM freezing

4. 1D Cartesian and
cylindrical

Constant
temperature

Observing the change in
slope in transient tempera-
ture distribution at melting
temperature

5. 2D Cylindrical Convective
heat transfer

Observing the effects of
gravity/natural convective
currents

Table 6.3 Thermophysical properties of octadecane

Properties Solid Liquid

Melting temperature (Tm) 27.5 �C
Latent heat of fusion (L) 244 kJ/kg
Density (r) 814 kg/m3 774 kg/m3

Dynamic viscosity (m) 108 Pa s (infinite) 0.0039 Pa s
Thermal conductivity (k) 0.358 W/m K 0.152 W/m K
Specific heat (CP) 2,150 J/kg K 2,180 J/kg K
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6.2.1 Case 1 (Cartesian coordinates—analytical
vs. numerical)

In order to start the thermal analysis of various PCM geometries, we will be first
focusing on a simple 1D case of Cartesian as well as cylindrical coordinates. In this
case, the validation of numerical against analytical solution for a rectangular slab is
carried out. The schematic for the same is shown in Figure 6.2.

Analytical solution for the 1D model [51] gives the following temperature
distribution equation (6.1) for the liquid region in the PCM slab:

Tlðx; tÞ ¼ TW þ ðTm � TW Þ �
erf x

2
ffiffiffiffiffiffiffi
al�t

p
h i
erf b½ � (6.1)

where Tl is the spatial temperature of liquid PCM, TW and Tm are the left side wall
temperature and the melting point of PCM, respectively, al is the thermal diffu-
sivity of liquid PCM, and x and t are spatial and time variables, respectively.

b is the root of interfacial melting front equation:

beberf bð Þ ¼ CPlðTW � TmÞ
L

ffiffiffi
p

p (6.2)

where CPl is the specific heat of the liquid PCM and L is the latent heat of fusion.
Phase front location X(t) also depends on b:

X ðtÞ ¼ 2b
ffiffiffiffiffiffi
alt

p
(6.3)

Selected parameters for the problem in case 1 for numerical as well as analy-
tical solution are as follows:

● Length ¼ 3 m
● Initial temperature, Ti ¼ 27.5 �C
● Left wall temperature, TW ¼ 50 �C
● Mesh ¼ Custom (Max element size ¼ 0.5 mm)
● Time range ¼ (0:5:600) s

From the results, we can validate the numerical method. Figures 6.3 and 6.4
show that the temperature distribution and the phase front location of the numerical
method are fairly matching with the analytical solution.

Phase
front

TW
(x = 0) Tm

(x = 3 m)

X(t)

X

Length = 3 m

Liquid Solid Ti  = Tm

Figure 6.2 Schematic model for case 1
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The results of the comparison of analytical and numerical solution in case 1
show that the numerical results are fairly validated using the analytical method
results.

6.2.2 Case 2 (cylindrical coordinates—analytical vs.
numerical—constant heat extraction freezing)

As we have analyzed the 1D case for Cartesian coordinates, we will now carry out
the analysis of 1D cylindrical coordinates with two different source boundary con-
ditions. Case 2 specifies the constant heat extraction as a source boundary condition,
whereas for the next case (case 3) the constant temperature boundary condition is
taken as the source term. In case 3, the validation of numerical against analytical
solution for a semi-infinite cylinder is carried out. The schematic for the same is
shown in Figure 6.5.

Analytical solution for the 1D model [51] gives the following temperature
distribution equation (6.4) for the liquid region in the cylindrical pipe of PCM:

Tlðr; tÞ ¼ Ti þ ðTi � TmÞ �
Ei

�r2

4al � t

� �

Ei �l2 as

al

� � (6.4)

where Tl is the spatial temperature of liquid PCM, Ti and Tm are the initial tem-
perature of liquid and the melting point of PCM, respectively, al is the thermal
diffusivity of liquid PCM, as is the thermal diffusivity of solid PCM, and r and t are
spatial and time variables, respectively.

l is the root of interfacial melting front equation (6.5):

l2asLr ¼ Q

4p
e�l2 þ klðTi � TmÞ

Ei �l2 as

al

� � e�l2ðas=alÞ (6.5)
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Figure 6.5 Schematic model for case 2
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where Q is the heat extraction rate per unit time, L is the latent heat of fusion, kl is
the thermal conductivity of liquid, and r is the density of PCM.

Phase front location R(t) also depends on l:

RðtÞ ¼ 2l
ffiffiffiffiffiffi
ast

p
(6.6)

Selected parameters for the problem in case 2 for numerical as well as analy-
tical solution are as follows:

● Material ¼ Water
● Radius ¼ 1 m
● Initial temperature, Ti ¼ 0 �C
● Constant heat extraction at center, Q ¼�100 W/m
● Mesh ¼ Custom (Max element size ¼ 0.5 mm)
● Time range ¼ (0:5:600) s

From the results, we can validate the numerical method. Figures 6.6 and 6.7
show that the temperature distribution and the phase front location of the numerical
method are fairly matching with the analytical solution.

The results of the comparison of analytical and numerical solutions in case 2
shows that the numerical results are fairly validated using the analytical method
results.
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6.2.3 Case 3 (cylindrical coordinates—approximate vs.
numerical—constant temperature freezing)

Since we are done with the analysis of 1D cylindrical coordinates with a constant
heat extraction source boundary condition, we will now analyze and validate this
case for a constant temperature source boundary condition (a case for freezing of
PCM). The only change with respect to the previous case is the source boundary
condition. In this case, the validation of numerical against approximate solution for
a semi-infinite cylinder is carried out. The schematic for the same is shown in
Figure 6.8.

Approximate solution for the 1D model [51] gives the following temperature
distribution equation (6.7) for the solid region in the cylindrical pipe of PCM:

Tsðr; tÞ ¼ TS þ ðTm � TSÞ �
ln

r

a

h i
ln

R

a

� � (6.7)

where Ts is the spatial temperature of solid PCM, TS and Tm are the inner pipe
surface temperature and the melting point of the PCM, respectively, a is the inner
pipe radius, and r and t are spatial and time variables, respectively.
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Figure 6.7 Comparison of the phase front position of numerical vs. analytical
method—case 2
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Phase front location R(t) can be find out using the following equation:

2R2 ln
R

a

� �
� R2 þ a2 ¼ 4ksðTm � TSÞ

Lr
(6.8)

The selected parameters for the problem in case 3 for numerical as well as
analytical solution are as follows:

● Material ¼ Water
● Radius ¼ 1 m
● Radius of inner pipe (a) ¼ 0.01 m
● Initial temperature, Ti ¼ 0 �C
● Inner pipe surface temperature, TS ¼�10 �C
● Mesh ¼ Custom (Max element size ¼ 0.5 mm)
● Time range ¼ (0:5:600) s

From the results, we can validate the numerical method. Figures 6.9 and 6.10
show that the temperature distribution and the phase front location of the numerical
method are fairly matching with the approximate solution.

The results of the comparison of approximate and numerical solution in case 3
show that the numerical results are fairly validated using the analytical method
results. The graph of temperature distribution (see Figure 6.9) shows that there is a
significant error between approximate and numerical solution, because a steady-
state condition is being considered in the approximate solution, whereas in the
numerical solution it is considered as transient. The phase front position (see Fig-
ure 6.10) got a fair match between approximate and numerical methods with
minimal errors.

6.2.4 Case 4 (Cartesian and cylindrical coordinates—
ambient—change in slope)

After carrying out validations of numerical techniques applied to the basic geo-
metries in Cartesian as well as cylindrical coordinates, we will now focus on the
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Figure 6.8 Schematic of case 3
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further cases in which we will be introducing more and more realistic boundary
conditions. In this case, the numerical solution gives the temperature distribution
for Cartesian and cylindrical coordinates, melting the PCM from ambient-like
conditions to a higher temperature. Both the problems described in this case are
considered as problems of melting of PCM. The schematics for Cartesian and
cylindrical problems are illustrated in Figures 6.11 and 6.12, respectively, where X
and R are phase front locations in Cartesian and cylindrical coordinates,
respectively.

Technical parameters for the problem in case 4 for numerical analysis are as
follows:

Cartesian coordinates:

● Length ¼ 200 mm
● Initial temperature, Ti ¼ 20 �C
● Left wall temperature, TW ¼ 40 �C
● Mesh ¼ Extremely fine
● Time range ¼ (0:20:2,400) s

Phase
front
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Ta
(x = l)

(x = 0) Liquid

x

x(t)

Solid

l = Any finite length

Ti

Figure 6.11 Schematic for Cartesian problem case 4
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Figure 6.12 Schematic for cylindrical problem case 4
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Cylindrical coordinates:

● Inner radius ¼ 10 mm
● Outer radius ¼ 30 mm
● Initial temperature, Ti ¼ 20 �C
● Inner wall temperature, TS ¼ 40 �C
● Mesh ¼ Extremely fine
● Time range ¼ (0:20:2,400) s

In this case, we can observe the change in the slope in temperature distribu-
tion curves at the melting point of the PCM as the thermophysical property
changes when the state of the PCM changes from solid to liquid (see Figures 6.13
and 6.14).

Case 4 shows the change in the slope in temperature distributions at the
melting temperature of PCM due the change in properties of the PCM while con-
verting from the solid to liquid state.

6.2.5 Case 5 (Cylindrical coordinates—2D—Gravity)
Models used for the analysis purpose of case 5 are “laminar flow” and “heat
transfer in fluid” with transient analysis, which will be compared with a problem
with conduction only (neglecting convection). Laminar flow is driven by the body
force due to natural convection.

It is being assumed that the cylinder is kept in the horizontal position length-
wise, and thus the buoyancy forces are developed in the plane perpendicular to the
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axis of cylinder (in the vertical direction). Selected parameters while defining the
problem are as follows:

● Inner radius ¼ 25 mm
● Outer radius ¼ 50 mm
● Initial temperature, Ti ¼ 27.5 �C
● Inner wall temperature, Tin ¼ 60 �C
● Outer wall temperature, Tout ¼ 30 �C
● Convective heat transfer coefficients, h
● hin ¼ 20 W/m2 K and hout ¼ 10 W/m2 K
● Mesh ¼ Finer
● Time range ¼ (0:1:200) min

The only case in this chapter which includes natural convection is accounted
with phase transformation process. This case gives the comparison of phase
transformation with and without the consideration of natural convection.

It can be observed from Figure 6.15 that initially due to dominant convective
currents, the melting rate is higher in the problem in which gravity is accounted.
However, in the problem accounting natural convection, the heat accumulates in
the upper part of the geometry. Due to which the bottom part of the cylinder takes
comparatively more time to melt than that of the upper part, because most of the
heat transferred to the bottom part is through conduction only.

Case 5 depicts the effects of considering natural convection or the effects of
gravity with cylindrical 2D geometry. It has been observed that the hot liquid
octadecane is getting accumulated in the upper area due to the setup of convective
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eddy currents/density differences, and thus it results in the maximum solid octa-
decane melting in the upper region first.

6.3 Energy-efficient buildings: An application of latent
heat TES

The aim of energy-efficient buildings can be achieved using either the concept of
PCM impregnated into the wallboards, concrete blocks, or underfloor heating with
PCM [26]. In this section, we will be carrying out COMSOL simulations over a
brick wall with PCM envelopes with more and more realistic boundary conditions
progressively.

6.3.1 Validation of COMSOL simulations for a simple
brick wall

In this problem, a simple brick wall is being analyzed and the solution form
COMSOL will be compared to that of the analytical method with identical
boundary conditions which consider the solar heat gain from the right side of the
wall (Figure 6.16).

Table 6.4 states the properties for air and brick.

Transient parameters for analysis:

● Time for analysis t ¼ 24 h
● Time steps dt ¼ 0.1 h

Assumptions:

● Brick wall (Cartesian coordinates).
● One dimensional.
● Only conduction is considered with a heat generation term which is required

for a phase transformation process.
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● Free convection/gravitational effect is not considered in this problem.
● Length of the wall (in the plane perpendicular to the paper) is assumed to be

infinite.

Boundary conditions:

● At x ¼ 200 mm, Tout ¼ 45 �C, hout ¼ 10 W/m2 K
● At x ¼ 0, @T

@x ¼ 0
● At t ¼ 0 s, Ti ¼ 25 �C

Dimensions:

● l ¼ 200 mm
● H ¼ 1,000 mm (semi-infinite dimension)

ROOMSIDE OUTSIDE

H

q=0

dT
dx = 0

y

x
l

Tout

hout

Figure 6.16 Schematic of model for analytical validation

Table 6.4 Properties of air and brick

Properties Air Brick

Thermal conductivity (k) 0.0257 W/m K 0.5 W/m K
Density (r) 1.205 kg/m3 2,000 kg/m3

Specific heat (CP) 1,005 J/kg K 900 J/kg K
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The approximate analytical solution [51] can be depicted by

q x; tð Þ ¼ Ae�g2t cos g
x

l

� �
(6.9)

The obtained graphs show the temperature distributions along the thickness of
the brick wall. The validation of the COMSOL solution with the analytical method
can be easily observed from Figure 16.17.

The temperature distribution curve at 4 h of analytical solution is the curve
with the highest error among all other curves. It is due to the approximate nature of
the solution which imposes a limitation over the result such that nondimensional
time (t, also termed as Fourier number) should be more than 0.2 value for getting
accurate results with less amount of error.

6.3.2 Numerical model for thermal analysis of PCM in
brick walls

In this problem, the brick wall is incorporated with a PCM layer in between with a
specific thickness. Analysis carried out will be used to compare the results of
transient temperature distributions of brick walls with PCM experiencing solar heat
gain against the results of transient temperature distributions of simple brick walls
(without PCM) experiencing similar boundary conditions (Figure 6.18).
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Transient parameters for analysis:

● Time for analysis t ¼ 24 h
● Time steps dt ¼ 0.1 h

Assumptions:

● One dimensional.
● Only conduction is considered with a heat generation term which is required

for a phase transformation process.
● Free convection/gravitational effect is not considered in this problem.
● Length of the wall (in the plane perpendicular to the paper) is assumed to be

infinite.

Boundary conditions:

● At x ¼ 200 mm, Tout ¼ 45 �C, hout ¼ 10 W/m2 K
● At x ¼ 0 mm, Troom ¼ 25 �C, hroom ¼ 5 W/m2 K
● At t ¼ 0 s, Ti ¼ 25 �C

Dimensions:

● W1 ¼ W2 ¼ 75 mm (brick wall thickness)
● WPCM ¼ 25 mm (PCM layer thickness)
● H ¼ 1,000 mm (semi-infinite dimension)

ROOMSIDE OUTSIDE
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Troom

hroom

Y

X’
x

W1 W2WPCM

Tout

hout

P
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M

Figure 6.18 Schematic of the model for thermal analysis of brick wall with PCM
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We can observe that in Figure 6.19, the results of temperature distributions of
the brick wall with the PCM case is compared with the simple brick wall case. In
both the cases, similar boundary conditions have been taken.

The results reveal that the problem of brick wall containing the PCM layer
after comparing to a simple brick, change in room-side temperature can be easily
observed, i.e., approximately a 4 �C reduction in room temperature is achieved in
the case of brick wall with PCM.

6.3.3 Numerical model for thermal analysis of PCM in brick
walls (considering gravitational/buoyancy effects)

In this problem, we will be considering the buoyancy forces produced due to
density differences inside the molten liquid PCM. The remaining problem will be
as same as Section 6.3.2. Analysis carried out will be used to observe the effects of
gravitational forces on the overall performance of a PCM incorporated brick wall in
which PCM is utilized as a thermal barrier. The results of this subsection will be
compared with that of the previous subsection for better understanding.

Transient parameters for analysis:

● Time for analysis t ¼ 24 h
● Time steps dt ¼ 0.1 h

Assumptions:

● Two dimensional.
● Free convection/gravitational effect is considered for this problem.
● Length of wall (in the plane perpendicular to the paper) is assumed to be

infinite.

45

40

35

30
28°C

25

20

45

40

35

30
28°C

25

20
0 25 50 75

X-coordinate (mm) X-coordinate (mm)
100 125 150 175 200 0 25 50 75 100 125 150 175 200

Te
m

pe
ra

tu
re

 (°
C

)

Te
m

pe
ra

tu
re

 (°
C

)

Temperature distribution for wall
without PCM (Initial Temp = 25 °C)

Temperature distribution for wall
with PCM (Initial Temp = 25 °C)

4 h
8 h
12 h
16 h
20 h
24 h
Initial

4 h
8 h
12 h
16 h
20 h
24 h
Initial

PCM

Figure 6.19 Comparison of temperature distributions

Numerical analysis of phase change materials 139



Boundary conditions:

● At x ¼ 200 mm, Tout ¼ 45 �C, hout ¼ 10 W/m2 K
● At x ¼ 0 mm, Troom ¼ 25 �C, hroom ¼ 5 W/m2 K
● At t ¼ 0 s, Ti ¼ 25 �C

Dimensions:

● W1 ¼ W2 ¼ 75 mm (brick wall thickness)
● WPCM ¼ 25 mm (PCM layer thickness)
● H ¼ 1,000 mm (semi-infinite dimension)

From Figures 6.20–6.22, we can observe that there is a change in the tem-
perature profile due to the consideration of gravitational forces. The temperature
profile is tilted/inclined inside the PCM passage inside the wall gap. As we know
that in both the cases, similar boundary conditions have been taken, the following
comparison will lead us to a meaningful observation.
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From Figure 6.22, we can observe the difference between the transient tem-
perature distribution within 24 h in both conditions, first without considering
gravity and the latter one considering gravity. The results reveal that the problem of
brick wall containing the PCM layer considering gravitational effects will transfer
the heat more effectively, and thus it is not advised to enhance the gravitational
phenomenon inside the PCM passages.

With the consideration of gravity in the problem, it results in the increase in the
inside wall temperature as compared to the earlier case—with no consideration of
gravity. Rigorous buoyant forces speed up the melting process in the upper part of
the PCM layer, which results in the increase in heat being transferred to the inside
wall. In order to prevent enhanced heat transfer due to any significant buoyancy
effect inside the PCM layer, generally microencapsulated PCM particles are used
which will successfully suppress the major gravitational effects.

6.3.4 Numerical model for thermal analysis of PCM in brick
walls (with more realistic boundary conditions)

In this problem, the brick wall is incorporated with a PCM layer in between with a
specific thickness, the same as that of the previous subsections. The only difference
in this case is—the dimensions chosen are taken from the literature and the
boundary conditions applied on both inside and outside with respect to the wall are
more realistic. This problem can give us a substantial understanding of the effective
utilization of PCM with the walls in order to lower down the in-house cooling load.
Analysis carried out will be used to compare the results of transient temperature
distributions of the brick wall with PCM experiencing solar heat gain against the
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results of transient temperature distributions of simple brick wall (without PCM)
experiencing similar boundary conditions.

Transient parameters for analysis:

● Time for analysis t ¼ 24 h
● Time steps dt ¼ 0.1 h

Assumptions:

● One dimensional.
● Only conduction is considered with a heat generation term which is required

for a phase transformation process.
● Free convection/gravitational effect is not considered in this problem.
● Air is assumed as a stationary medium, i.e., without convection.
● Length of the wall (in the plane perpendicular to the paper) is assumed to be

infinite.

Boundary conditions:

● At x ¼ 150 mm, q ¼ 500 W/m2 and Tout ¼ 45 �C, hout ¼ 10 W/m2 K
● At x ¼�150 mm, @T

@x¼ 0
● At t ¼ 0 s, Ti ¼ 25 �C

Dimensions:

● W1 ¼ W2 ¼ 60 mm (brick wall thickness)
● WPCM ¼ 30 mm (PCM layer thickness)
● Wair ¼ 150 mm (air layer thickness)
● H ¼ 500 mm (semi-infinite dimension)

Dimensions used in the problem are taken after referring some similar pro-
blems from the literature [31,52] (Figure 6.23).
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Figure 6.23 Schematic of model for thermal analysis of brick wall with PCM
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First, results will be plotted depicting temperature distributions along the
bricks and air passage in Figure 6.24. We can observe that the phase front crosses
the thickness of 30 mm in approximately 10 h, after which all the PCM layer
converts into liquid. However in Figure 6.25, results of temperature distributions of
brick wall with the PCM case is compared with the simple brick wall case. In both
the cases, similar boundary conditions have been taken.
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The results reveal that the problem of brick wall containing the PCM layer
after comparing to a simple brick, change in room-side temperature can be easily
observed, i.e., approximately 15 �C reduction in room temperature is achieved in
the case of brick wall with PCM.

6.4 Conclusion

The PCM appears to be a promising solution, since in latent form it can store and
release more energy than the sensible energy stored by most of the construction
materials. Initially, in this study (Section 6.2), the focus is kept on the thermal
analysis of latent heat thermal storages using PCM, with different combinations of
various geometries and boundary conditions. From Section 6.2, we have studied
about the behavior of PCM with various combinations of surrounding environ-
ments. According to the study carried out in Section 6.3, it was an attempt to make
use of PCM and their behavioral properties in some practical life application like
energy-efficient buildings. It can be clearly observed that PCM helps regulating the
thermal load on the building walls in order to maintain the average indoor tem-
perature around the required room temperature.

Thermal analysis showed that the utilization of PCM into building wall
envelopes is effectively successful in shifting cooling as well as heating load to off-
peak of the electricity demand period from the high peak demand period. It is also
capable of efficient storage of thermal energy through solar radiations which will
be useful during cloudy days or at night. From the results after designing the pro-
blem of the PCM layer in the brick wall, we can conclude that PCM can improve
the thermal behavior and energy efficiency of the building.

From the results after designing various problems of PCM, we can conclude
that PCM can improve the thermal behavior and energy efficiency of building. The
results reveal the following:

● Different effects of various boundary conditions on PCM structures.
● In the problem of brick wall containing the PCM layer after comparing to brick

wall without PCM, the change in room-side temperature can be easily
observed (approximately 15–25 �C).

In the case of energy-efficient buildings, PCM is utilized as a thermal barrier in
combination with the wall. Thus, gravitational effects which lead to rigorous heat
transfer must be suppressed using PCM microencapsulation techniques. The
selection of PCM must be done according to their phase change temperature; it
should be closer to the required average room temperature with appropriate
properties such as latent heat and thermal conductivity. This kind of technology
can save a large amount of energy usage in the building sector. The focus must be
kept on designing an efficient construction planes with PCM incorporated into
the walls (concrete or brick) with the proper consideration of the corresponding
thermal aspects.
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6.5 Future scope

● Enhancing the effective properties of PCM which will ultimately increase the
effectiveness of solar TES systems. By using the techniques such as
* Encapsulation
* Cascaded TES
* Addition of nucleating agents (e.g., Borax)

● Performing experiments in order to validate the simulations.
● Analysis of nano-encapsulated PCM structures, which can be suspended in

fluids to be used for TES as well as heat transfer fluids.
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Chapter 7

Insulation materials

Özgür Bayer1

Insulation is a key component of green building design. A well-insulated home
should keep your space warm in the winter and cool in the summer, and this in turn
cuts down carbon emissions linked to global climate change. In terms of energy
efficiency, investing in high levels of insulation materials for your home is more
cost-effective than investing in expensive heating technologies. Insulation materi-
als work by resisting heat flow, measured by an R-value (the higher the R-value, the
greater the insulation). R-value depends on the type of insulation, its thickness, and
its density. In this sight, this study draws attention to the importance of building
insulation materials in green buildings’ sustainable energy performance.

7.1 Introduction to insulation materials in
green buildings

The concept of green building can be defined as the precautions which increase the
efficiency of usage of water, energy and material while decreasing the building’s
impacts on the environment. When looking at a residential building from outside,
insulation of the building is not one of the stunning components that attract atten-
tion. However, the insulation of the building is the most important component
which is the effect of the building being more comfortable and having higher
performance. Insufficient insulation of the building leads to energy loss during
heating and cooling processes, resulting in an inefficient system. Green building
insulation leads to saving energy consumption and also helps in regulating the
health of the people. Problems that threaten human health such as mould problems
arise as a result of inappropriate insulation. Therefore, insulation of buildings is an
important issue, many of which have to be emphasized.

Most of the heat losses appear on the largest external part of residential
buildings including walls, roofs, foundations and floors. Not only do proper
insulations keep excess heat out in hot weather and limit the heat loss in cold
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conditions, but they also provide comfort indoors. There are various kinds of
insulation materials for different applications.

The healthiest insulation type for human as well as the most favourable one for
the environment is Green Building Insulation. Although it is not exactly a type of
insulation, it is a perspective that allows the building to be more comfortable, more
economical and longer lasting from the construction of the building to its daily use
in daily life. Therefore, in order to protect sustainability, natural and local materials
with less waste are used so that the pollution during construction and after con-
struction is reduced to a minimum [1–3].

In short, insulation is the key to energy preservation, a headstone of green
buildings. Insufficiently insulated or uninsulated buildings waste lots of energy. On
the other hand, well-insulated buildings save energy and set down operating costs
but also keep places more comfortable and healthy for people.

Comparing R-values is one way of choosing one type of insulation over
another, these numbers can be misleading when site conditions and construction
techniques are not factored in. Insulation is a basic building component that is
difficult to alter after the fact. Although houses can be retrofitted to add more
insulation, the process is expensive and often difficult. Recommended R-values
from such sources as in the US Department of Energy should be viewed as bare
minimums, not maximums. Well-insulated, well-sealed houses need effective
ventilation. Buildings without insulation located specifically in cold climates
provide maximum potential to save energy, because one can get the highest level
of energy savings from the first set up of insulation. From new buildings in
developing countries without insulation, we can also save important amount of
energy [3].

7.2 Evolution of insulation materials

7.2.1 Historical development of insulation materials in
green building concept

Although in the last decade green building movement gained momentum, the first
applications can be tracked to the nineteenth century. Regarding David Gissen, who
is an architect in National Building Museum in Washington, DC, structures such as
Crystal Palace in London used methods which aim to lower the effect of building
on environment [4,5]. For some old buildings, ventilation systems attached on the
roofs and air conditioners located underground had been used to adjust inside air
temperature. In addition, deep-set windows were used in New York Times building
in New York. Both of these techniques were very useful for conditioning the indoor
temperature while reducing the buildings’ effect on environment. The cooling
methods mentioned above led the architecture from the 1930s through 1960s. With
the onset of air-conditioning devices, construction steels and special glasses, glass-
covered and steel buildings became popular. These buildings can be air-conditioned
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with enormous HVAC systems, consuming huge amounts of cheap fossil fuel. The
significant energy consumption in these buildings made the residents very curious
and careful about the budget.

Around the 1970s, environmental concerns and increasing fuel costs inspired
some architects, ecologists and environmentalists. These two issues have started the
green building movement. The First World Day gave this inexperienced building
concept an opportunity, but in 1973, the oil embargo provided the environmental
movement that meant the struggle of the green building. With the gas lines for the
blocks, people began to question whether they should trust the fossil fuels very
independently for their energy. As a result of oil embargo, American Institute of
Architects formed two subgroups about energy. The first group was responsible for
saving energy by exploring the concept of useful positioning of reflective roofing
materials and buildings in terms of environment, while the other group was looking
for technological solutions like three-glazed windows. The green building move-
ment slowed down for some periods in which energy concepts were not popular,
but it is possible to talk about some green building applications that were developed
during the 1970s such as Gregory Bateson building which was driven by environ-
mental-friendly and energy-sensitive solar batteries in California, using under-
ground lawns and sunlight, and underground rock storage cooling systems and field
climate control equipment. From the end of the 1970s to 1990s, research on the
concept of the green building accelerated and focused on the efficiency. These
investigations have resulted in new design solar panels, special building units,
prefabricated wall systems and the use of light in weight windows for saving
energy throughout the day [4,5].

Thermal insulation materials which are not natural need energy mostly
obtained from fossil fuels in their production stages. Therefore, demand for natural
thermal insulation materials is increasing. It is possible to divide the development
of thermal insulation materials into three different time periods. Each period began
with an important step in the historical development of mankind, science or
industry [5].

The first period reflects the industrial revolution. In this period; natural and
artificial insulation materials started to appear and bricklaying elements were
developed. In the second half of 20th century, plastics became popular and plastic
foams instead of natural insulation materials were widely used. After 2000,
revival of natural materials was observed with new materials based experimental
research [5].

7.2.2 Research and development efforts
Everyday new technologies produce new insulation materials. New ones are thinner,
have lower value, are more resistant to demolishing powers (bacteria, humidity,
higher temperature, etc.) and composite (at least two or more materials). Future
insulation materials will allow buildings to breathe better which affects human health
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positively. Thermal resistance gets stronger with the help of a thick insulation layer
and by reducing thermal conductivity [6].

Thermal insulation materials as well as solutions must have as low con-
ductivity as possible, and they should not increase much in 100 years or longer
periods. Besides, even piercing these materials by some objects such as nails should
not change the low level of conductivity except for local heat bridges. Vacuum-
based technologies may not work well in this sense for a long time because of loss
of vacuum and moisture uptake.

It is important for the future heat insulation materials to be cut off as an
adoption site without losing anything from the thermal insulation performance.
Some other features also need to be addressed. These include, but are not limited
to, mechanical strength (e.g. compressive and tensile strength) or other protective
ways, emitting smoke during fires, preferably during those which do not release
toxic gases, fires where toxic gases should not be released, resistance to climatic
conditions with various climate exposures, dissolution cycles and water and
competitive prices against other thermal insulation materials. Summarized infor-
mation for various features with the requirements recommended can be found in
literature [7,8].

For instance, being able to reduce the l of a material cannot be considered as
an innovative act when the resistance of fire becomes worse or when there is a
significant increase in the cost. What will be regarded as an innovation is reducing
the l value up to 10%. The followings should be the topics of further research for
other features:

● For the fibre materials that are inorganic/not organic, there should be more focus
on limiting dust and fibre emissions as well as on the use of binders. Moreover,
materials may help decreasing the consumption of energy in production.

● For organic foamed materials like extruded polystyrene (XPS), removal of
chlorofluorocarbons (CFCs) and hydrochlorofluorocarbons (HCFCs) from the
feedstock is critical, so as to cancel CFCs and HCFCs, which are as yet utilized
by numerous makers, and to diminish the utilization of CO2 as a substitute of
the CFCs and HCFCs. A conceivable cost decrease would be a noteworthy
point in making this material more competitive.

● Another research point for both expanded polystyrene (EPS) and XPS is the
development of a possible fire reaction by using certain additives. Never-
theless, they contribute to a rise in the l value. Care on the toxicity should be
considered especially in the case of polyurethane and fire [3].

● For existing buildings, some skilful and flexible composite materials such as,
plaster, foils, particle and chipboard, aluminium plates may be a necessity. At
this point determination of the mechanical properties of these insulation
materials will be researched. In this regard, the most significant aspects of new
developments are placed into insulation products. In order for these interven-
tions which are always sensitive issues depending on the present energy prices
to be feasible, this step is particularly important.
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● As the last point, the level of progress in harmonizing the methodologies and
concerns for environmental effects of all materials should be considered.
Adaptation of the technique and energy usage in production are obvious con-
cerns for insulation materials just as in other aspects when a life cycle analysis
is applied [9,10].

7.3 Categorization of insulation materials

Insulation materials diverge into different groups such as synthetic, natural and
novel new technology materials (Figure 7.1).

7.3.1 Natural insulation materials
7.3.1.1 Sheep’s wool
Regarding insulation, sheep’s wool is additionally handled with borate in order to
withstand heat, mould and pests. Sheep’s wool can hold big amount of water in it.
This might be an advantage for some applications. On the other hand, borate can
leave the system through the wet and dry cycles, and this phenomenon is not
desired. Sheep’s wool can be in different stat-framed wall structure with different R
values [12].

The elastic characteristic of the material results in different usage as floating
floors. Sheep’s wool thermo physical properties may vary. Density of it is at most
0.054 W/mK and specific heat value for it is between 1.3 and 1.7 kJ/kgK. One can
rely on sheep’s wool thermal insulation characteristics in winter conditions, but for
summer, insulation behaviour might be poor [13].

Insulation materials

Synthetic materials

Foamy (foam
glass, EPS, XPS, 

polyurethane foam)

Fibrous (glass-
wool, stone-wool)

Natural materials

Foamy
expanded (cork,
melamine foam,
phenole foam) 

Fibrous (sheep-
wool, cotton-wool,

cellulose) 

New technology 
materials (aerogels,

VIPs, dynamic 
materials) 

Figure 7.1 Most commonly used insulation materials (Adapted from [11])
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Recycled wools are used for the manufacturing insulation materials; also,
fibres can be combined with polyester or polypropylene grid [14].

The acoustic absorption property of these materials is quite stunning. The
measurements showed that for frequencies above 500 Hz, the samples had sound
absorption coefficient greater than 0.8, and they led to an improvement of sound-
reduction index with a value of 6 dB. These insulation materials have high
hygroscopicity values as well [15].

7.3.1.2 Flax and hemp
Linum usitatissimum L. and Cannabis sativa L. known as flax and hemp, respec-
tively, are fibre plants. These plants have stems with surface layers, bark layer with
bundles up to 50 layer and the core layer. The bast fibre bundles forming the bark
layer of the plant are commonly used thermal insulation materials. However, in old
buildings, the core layer had been used as insulation material as well. Additionally,
tow of flax and hemp fibres are known to be used in insulation tapes between
timbers of early constructions [16]. Both insulation materials have thermal con-
ductivity, density and specific heat values in the range of 0.038–0.060 W/mK, 20–
90 kg/m3 and 1.6–1.7 kJ/kgK, respectively [13]. Similar to natural materials, hemp-
based insulation substances absorb humidity of the air which leads to an increase in
thermal conductivity. Related studies on hydrophobic additives and biodegrad-
ability were carried out in literature [17,18]. Acoustic characterization of an inno-
vative combination of binder, hemp chips, and water was also performed by Glé
et al. [19]. The waste of these insulation materials can be recycled, disposed of at
refineries or at regular storage sites in energy facilities [19].

7.3.1.3 Cellulose
Cellulose is a – for the most part – reused item produced using the daily papers and
other cellulose filaments. It is a standout amongst the most favoured materials of
regular manufacturers. As a free fill, it may be utilized for walls, floors and roof-
tops very well; and is likewise accessible in blankets, sheets and batts. It contains
borate as an additive such as hemp and flax. There are many brands which use
cellulose as insulation materials such as Warmcell and Ecocell.

7.3.1.4 Cotton
Cotton insulation contains mostly recycled cotton and a small amount of fibre.
Cotton insulating borate is used since it retards flames, repels insects and rodents as
in cellulose insulation. Because of the high content of recycled materials, minimum
energy is used to produce this product. Cotton insulation should be made in batts
and the price of it is about 15%–20% higher than glass fibre insulation [12].

7.3.1.5 Straw
In the exquisite plains of the United States 150 years ago, the renowned straw bale
construction attracted renewed interest. The system of forming boards from straw with
no adhesives was developed within the 1930s. Thickness of straw panels is changing
between two and four inches. The forums tended to make successful sound-absorbing
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boards for inside segments. A few producers have advanced basically insulated boards
from a few layered and compressed straw boards [12].

7.3.1.6 Wood fibre
It is produced by using wood chips that are made of wood and compressed into
sheets or batts by utilizing regular resin or water as a cover. It has low exemplified
vitality and uses outgrowth from the forest service industry. Precedents include
pavatex, thermowall and homatherm.

7.3.1.7 Expanded clay aggregate
It is small fired clay pellets that develop into lightweight, permeable and weight-
bearing when they extend at high temperatures. These materials can be utilized in
foundations as an insulator and aggregate. They have high embodied energy but
excellent thermal insulation properties.

7.3.2 Synthetic insulation materials
Synthetic insulation materials are man-made. Synthetic insulation materials are
generally better than the natural ones due to the fact that synthetic materials have
higher humidity resistance, lower conductivity (heat transfer ratios are lower),
bacteria resistance and better durability.

7.3.2.1 Polystyrene insulation materials
Foam board, bead board insulation and concrete insulation materials are mostly
produced from polystyrene which is a colourless, transparent thermoplastic.
Moulded extended polystyrene, in forms of small foam beads, is the raw material
for foam board insulation. They are mostly poured into wall cavities or blocks of
concrete. Luckily, foam beads are very light, without any static electric problem
and tough enough to manipulate [12].

Other polystyrene insulation materials are EPS and XPS. EPS is again
formed as small plastic beads, but XPS is a molten fabric that is produced as
sheets [20,21]. XPS is commonly handled as foam board insulation, whereas EPS
is mostly applied in blocks. After production, the R-value of XPS insulation may
decrease due to the fact of replacement of gasoline by air. It is not possible to
mention any stunning acoustic characteristics of it since it has low density and
closed porosity. The raw material is flammable; therefore, a fire retardant is
frequently used during production. One can find these insulation materials in
panels in the market, so they can easily be handled and shaped [13]. Researchers
figured out that thermal conductivity of EPS changes drastically with humidity.
The more the humidity, the higher the thermal conductivity of EPS is [22].
Compared to EPS, XPS absorbs less moisture with higher specific heat (1.3–
1.7 kJ/kgK). XPS costs more than EPS.

7.3.2.2 Polyurethane insulation materials
Obtained by an exothermic reaction between special compounds, polyurethane
foam is basically a poly-isocyanic combination and is available in rigid board or
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liquid spray foam forms [23]. R11, CO2 and C8H18 which are used as propellants in
polyurethane insulation material production affect the thermal conductivity [11].

Polyurethane has cellular structure including gas inside with closed mobile and
open cellular forms. Closed mobile foam includes fuel-filled cells with nearly no
gaps, whereas open cellular foam has air-filled cells resulting in lower thermal
insulation characteristic. Thermal resistance of the material may decrease within the
first a few years but stays unchanged then. Additionally, R values can be kept nearly
constant if coatings like foil and plastic are applied. Moreover, in some applications,
reflective foil might help the radiation insulation. In practice spraying, liquid foam
works better since moulding helps efficient insulation. Following the new production
stages, closed-cell polyurethane foam insulation does not require HCFC nowadays.

Having low density, open-cell polyurethane foam has nearly constant R values
with time. Some forms may have CO2 as agent [12].

Sprayed polyurethane foam has the ability to fill the voids with permitting
water vapour passage and still immune to moisture. Providing good airtightness,
this insulation material is fire resistant [12,24]. Its thermal conductivity, density
and specific heat values may range in between 0.022 and 0.040 W/mK, 15 and
45 kg/m3, and 1.3 and 1.45 kJ/kgK, respectively [13,25].

Polyurethane in foam board or liquid foam forms can also be handled as
structural insulation panels with standardized dimensions. These panels have better
water vapour diffusion resistance and thermal insulation characteristics than EPS
but are more expensive [12].

7.3.2.3 Polyisocyanurate insulation materials
Produced by a similar chemical reaction of polyurethane, polyisocyanurate or
polyiso is fuel-included closed cell foam structure with low thermal conductivity
value [12,26,27].

The insulation material is available in rigid board, liquid, spray foam or
laminated panel forms. Similar to XPS, the R-value of polyisocyanurate insulation
decreases with years due to the same phenomenon. Usage of foil and plastic facings
helps to keep the R-value stable up to even 10 years. In practice, successful
application of reflective foil on polyiso, especially on the external surfaces of the
buildings, acts as a radiant barrier. Some manufacturers also use polyisocyanurate
in structural insulated panels.

Like polyurethane, polyisocyanurate in foam board or liquid foam forms can
also be used to produce structural insulation panels with standardized dimensions.
Although polyisocyanurate insulation materials are more expensive, they have
better thermal insulation, fire and water vapour-diffusion characteristics when
compared to EPS [12].

7.3.2.4 Vermiculite and perlite insulation materials
Containing asbestos, vermiculite and perlite were used as attic space insulation
materials before the 1950s. They are in small and light pellet forms and need
special attention in handling. Application might be by pouring into the zone or
using with cement to increase the thermal resistance [12].
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7.3.2.5 Urea-formaldehyde (UF) foam insulation materials
Urea-formaldehyde (UF) foam came into use in residential buildings in between the
1970s and early 1980s, but after that, the usage for residential buildings of the
insulation material became very limited since it emits formaldehyde and shrinks.
Recent applications are mostly for covering walls of industrial sites. The foaming
agent is pressurized air which needs 2–3 weeks for proper curing. UF foam will not
expand because of the treatment plans, like polyurethane. UF foam allows the
passage of water vapour through it and the structure of insulation material dena-
turizes at elevated temperatures [12].

7.3.3 Novel insulation materials
The goal was to achieve the lowest thermal conductivity for the materials and the
lowest thermal transmittance values, thus achieving the highest possible thermal
insulation values for the buildings. The traditional building insulation materials and
results for today have handicap that they require rather thick building envelopes
keeping in mind the end goal to meet the undeniably requesting thermal protection.
As a solution, the researchers focused on novel insulation materials.

7.3.3.1 The vacuum insulation panels (VIPs)
The vacuum insulation panel (VIP) is made from an open-pored core material that is
airtight and vacuum-proof with water vapour-proof foil. VIPs are the latest state-of-
the-art thermal insulation. Their thermal conductivities range from 3 to 4 mW/mK,
typically 8 mW/mK owing to air and water vapour. The wet thermal conductivity
will change. It will be inevitably much higher than that value after 50 and 100 years
depending on the VIP envelope type, which presents an important drawback for all
VIPs. If nails (and the similar) happen to pierce the VIP inlet, thermal conductivity
increases to about 20 mW/mK. As a result, cutting the VIP becomes impossible to set
on the premises. Besides, they are pierced, they lose their thermal insulation per-
formance to a great degree, which is another limitation of VIPs. Many features such
as thermal conductivity, penetration of air and humidity, service life, compatibility of
VIPs are studied by some authors [28–33].

In spite of their limitations, including their relatively high costs, still, VIPs are
still a big step forward regarding the thermal insulation of buildings. Lower l value
of VIP than the conventional materials such as mineral wool and polystyrene pro-
ducts will be specifically important, depending on the aging time, once passive
house standard and requirements as well as zero energy or emissions are pursued.

Even though VIPs are an absolute answer for the future, they are currently
considered to be the best solution for a lot of thermal building envelopes and they
will continue to be so in the near future in economic sense, from the perspective of
thermal energy savings. Developing envelopes which stop VIP and air fumes from
penetrating the VIP core and thus maintaining low conductivity for at least 50 or
100 years should be the topic of further VIP-related research. Research and
implementation on such issues will lead to boosted knowledge and understanding
on the solutions of possible future problems on thermal insulation [28–33].
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7.3.3.2 Gas-filled panels
In principle, compared to air, filling lower thermal conductivity gases like argon,
krypton and xenon is the innovation of gas-filled panels (GFPs). To protect the low
conductive gas concentration in GFPs and prevent the air and humidity pervasion
into GFPs, the thermal performance of this panel is vital. Naturally, vacuum’s
thermal insulation is better than many gasses that are used in GFPs. On the other
hand, network structure of GFP does not have to withstand an internal vacuum as
VIPs. Surfaces that have low emissivity in GFP reduce the transfer of radial heat.
Despite the calculated lower theoretical values, the thermal conductivities for
prototype GFP are quite high as 40 mW/mK. Therefore, GFPs have most of the
merits and demerits of VIPs. Yet, VIPs appear to be a better choice for now and
tomorrow once the GFPs future is considered [34–36].

A gas insulation material (GIM) is not so different from a vacuum insulation
material except for the fact that a low-conductivity gas replaces (takes the place of)
the vacuum in the closed pore structure. This means, GIM is a homogeneous
material with a closed porous form closed with a low thermal conductivity gas
which has very low thermal conductivity in the intact state.

7.3.3.3 Aerogels
Aerogels are novel thermal insulation solution with the highest potential examined by
researchers. It would be possible to get low thermal conductivities of up to 4 mW/mK
at lower pressures once the carbon black is used to suppress the transfer of radiation.
Nevertheless, in ambient pressures, aerogels that are sold have been told to have up to
13 mW/mK thermal conductivities. For aerogels, costs of production are still high.
Although their compression strength is relatively high, they are very sensitive to
strengths of very low tensile. Integrating a tensile matrix can increase the tensile
strength. As an interesting fact, it is possible to produce aerogels as opaque, translu-
cent or transparent materials, so a wide variety of building applications are possible.
How spacious and comprehensive they will be is to be seen in the future [37,38].

7.3.3.4 Dynamic insulation materials
Generally, heat insulation materials are considered (believed) to be static, that is,
they have a fixed value. The normal selection is then made as physically in the
lowest possible level for thermal conductivity as well as economic and building
constraints. However, a building envelope can be treated as a structure which can
adjust thermal properties according to the varying energy needs. This can be done
with the help of a dynamic insulation material (DIM) in which it is possible to
control the thermal conductivity within the desired range. Another name could be
controllable insulation material.

DIMs, as a part of intelligent new buildings, may include phase change and
electrochromic materials. DIMs including innovative solutions can manage the
solar energy in solar systems, storage and release of renewable energies and
dynamic control. Intensive study and research on intelligent products such as
electrochromic windows have been conducted, and the first products are available
in the market [38,39].
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7.4 Characterization, application and selection
methodology of insulation materials for
green buildings

7.4.1 Characterization of insulation materials: optimal
insulation level concept

Climate, the energy value, type of the heating gadget and efficiency and the price of
the insulation established are the major drivers (motives) determining the most
effective ranges of insulation. At both national and local levels, the required building
codes and required insulation levels are determined in accordance with building
policies. With the help of specific climatic data and energy costs expected, optimal
insulation levels for a plenty of cities were derived from a European study (ECOFYS,
2007) [40]. Using insulation materials in construction keeps buildings warm in
winters and cool in summers. In order to get the optimal level of insulation, critical
issues related to some properties of insulating materials should be considered.

7.4.1.1 Thermal conductivity
Thermal conductivity, often denoted by the symbol k or l, is the property of
material to conduct heat that is a constant for any given material and is measured in
W/mK. For some common materials at room temperature conditions, the thermal
conductivity value may vary between 0.025 and 1,000 W/mK [41]. The thermal
conductivity increases as the moisture content increases in traditional thermal insu-
lation materials. From the aspect of the green building applications, including passive
and zero energy or emission buildings in cold climates, selection of insulation
materials with proper thermal conductivity values is critical.

7.4.1.2 Thermal resistance
The measure of opposing effect on heat flow by diffusion and radiation is named as
thermal resistance which is a function of material thermal conductivity, thickness
and density. Thermal resistance, R-value, is expressed in m2K/W. Higher thermal
resistance means that it is easy to maintain the temperature difference for a long
time. Resistance network scheme of material is showed in Figure 7.2. Rso and Rsi

Rso R1 R2

RT = Rso + R1 + R2 + R3 + Rsi m2K W–1

R3 Rsi

Figure 7.2 Thermal resistance diagram
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are the thermal resistance of the outside and inside surrounding, respectively.
A material with higher thermal resistance is a better insulator [42–45] (Figure 7.3).

7.4.1.3 Overall heat transfer coefficient (U)
Overall heat transfer coefficient is also known as U-value or the thermal trans-
mittance. It is the amount of heat which flows through a certain element per unit
area and time. U-value is used to determine the heat transfer through a building.
U-value can be determined by different methods such as

● estimated methods,
● the heat flow meter method and
● quantitative methods-infrared thermography: In situ estimation of the compo-

nent U-values with heat flowmeter method is not generally conceivable
because of the immense number of constraints. An elective strategy is the
infrared thermovision.

There are many discussions and studies about the validity of these methods in
literature. These studies show that the measurements cannot set standards about the
validity of methods. However, professionals and many laboratories use these
methods to determine the U-value [46–55].

7.4.2 Application of insulation materials
7.4.2.1 Walls
Wall is the structure providing safety and shelter; so insulation of the outer wall is
significant. Most wall structures in the world are either ‘stick built’ framing forms

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
Fibreglass (batt)

Fibreglass blown (attic)
Fibreglass blown (wall)

Mineral wool (batt)
Mineral wool blown (attic)
Mineral wool blown (wall)

Cellulose blown (attic)
Cellulose blown (wall)

Polystyrene board
Polyurethane board

Polyisocyanurate (foil-faced)
Open cell spray foam

Closed cell spray foam
Thermal resistance ranges for traditional insulation materials 

Lower limit R-value/cm Upper limit R-value/cm

Figure 7.3 R-value per (5 cm thickness) of some common insulation materials
(Adapted from [41])
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or ‘high thermal mess’ ones. Despite the existence of framing structures allowing
voids to be filled with insulation, the structural elements still behave like thermal
bridges or areas with considerably higher heat transfer properties. On the other
hand, in most high thermal mass walls, insulation is not used as they benefit from
their thermal inertia. In the old-framed structure cavities, there is no insulation
material [56–60].

Exterior wall insulation
Insulated walls are commonly used in most developed countries and are well built.
The most effective approach has been to cover all the walls with insulation, and
studies on this subject are continuing. An additional external structural insulation
coating should ideally be made before the wall rain curtain or coating is added.
In the newest buildings in Europe and North America, an external thermal insulation
composite system is also added under plaster or cementitious finishing [57–60].

7.4.2.2 Roofs
There are two common roof geometries such as pitched (sloped) roofs and flat
roofs (or low-sloped roofs). In some countries, mechanical equipment is placed in
the roof cavities to reduce the thermal effect of the roofs in pitched roofs. This
mechanical equipment can cause problems in an unconditional hot environment.
The biggest challenge for thermal insulation of roofs is observed in applications of
pitched roofs with no attic space like in cathedral ceilings. Pitched roofing is more
common in places where there is a lot of snow. The use of flat roofs is common in
many urban buildings and industrial buildings around the world [56,61].

Flat roofs
Depending on where the thermal insulation is, flat roof constructions are generally
grouped as cold or hot. Though still used in some places, cold flat roofing is not
suggested to apply. In these roofs, insulation is applied between the beams under
the structural deck. Thermal motion can seriously affect the structural elements
of a cold ceiling, and the insulation layer can accumulate moisture more. In the
other form, i.e. warm roof, insulation is placed on the structural deck. It is not
necessary to ventilate the insulation layer. As the roof structure or the height of the
beam do not determine the limits on thermal performance, this approach is con-
sidered to be effective. Optimal thickness of the insulation is mostly determined
based on the effectiveness of life cycle cost. For the existing roofs, additional
insulation thickness can be limited by parapets and access doors, but insulation can
be easily added to most parts of the roof without over-cost. One quite common
practice is addition of insulation to the roofs of sloped slabs. Because of the effect
of the chimney, wiring, piping, access to the chimney as well as the roof and the
interfaces with the partition walls, leakage of air between the building and the
conditioned space between the building and the attic can be crucial. For both new
constructions and refurbishment operations, proper insulation and ceilings are
airtight. Despite applied by some builders and plumbers, this is not the most
approved process [56,61].
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Pitched roofs
With the ceilings of cathedrals for curved roofs, the insulation is placed between
the beams. On top of and perpendicular to the beams, additional insulation can be
done as they do not have enough depth to provide high levels of insulation (or to
raise the insulation level). Using foam in the beams to get high-performance
insulation is another approach. Depending on the roof material and the design of
the roof for the ventilation of the accumulation, closed or open-cell foam must be
used. Owing to the high cost and moisture issues, the insulation of the cathedral
ceilings with very sloped roofs is less than the other roof designs. However, a
solution to this problem can be adding insulation inside the structural elements. It is
necessary to take all curtains into consideration for added insulation and making the
airtightness of the roof stronger as these measures have return rates to guarantee
before retrofitting or major renovations. This is consistently a prioritized and cost-
effective measure, but it is not commonly used [56,61].

Cool roofs
It is desirable to avoid as much heat as possible in hot climates from the surface of
the roof, in the furnace or on the conditioned space. The white colour cool roof can
reflect the visible and near-infrared light well. Performance of the roof gets lower
by time with the pollution of particles and biological growth. Therefore, elderly
grades are indicated in policy programs to guarantee that the energy-saving mea-
sures are accurate. Lately, a cold roof concept has had roof-grading requirements in
detail, providing solar reflection and thermal-emission performance criteria after a
roof sample has been aged for a certain period of time, such as 3 years (weathering
tests at various climates). The oldest white roofs at the highest level reflect 80% of
the solar energy, while black roofs range from 5% to 10% (CRRC, 2013). There
also exist cold-coloured products that look exactly like the typical roofs but
reflecting the near-infrared portion of the sunlight. These products represent about
30%–50% of solar energy depending on performance and colon [56,61].

7.4.2.3 Foundations and floors
The base includes various basic configurations including complete basements,
interlaced fields and class plates. All configurations are available, but some are
more common in specific regions. Adding insulation in all applications should be
considered as an important point, but in colder climates, it is particularly important.
In warmer regions, foundations can be heat-rejection sources, and they provide
ground union. The greatest concerns are the basement, creep area or upholstery
exposed to weathering. Most screening areas and basements in cold climates
require reinstallation. It is possible to apply insulation on the walls inside, but
moisture problem must be taken care of. This has been a topic of debate among
construction researchers worldwide and draws attention owing to the resolution of
issues with other components of the building envelope.

For new constructions and some equipment, the insulating floors on the
basement or interspaced areas are easy measures. The basement is translating into
a half-air-conditioned place by that, serving as a buffer zone which is useful.
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Before the insulation, ground must be properly sealed. In the same way, the canal
should be insulated and sealed appropriately in case it is in the basement or creep
cavity [3,56].

7.4.3 Selection criteria for insulation material
Choosing the optimum insulation materials and amount is a crucial step in
designing green building insulation. The factors to be considered are fire resistance,
compressive strength, durability, water vapour absorption and transmission, ease of
application, cost and thermal conductivity.

Although there are many factors involved, thermal performance is the most
important step in selecting the insulating materials. Most of building components
do not have different overall thermal resistance with respect to same insulation type
and thickness. The overall thermal resistance can be the same regardless of where
the insulation material holds; however, some other issues may change. If insulation
is applied on interior walls, the building might be protected by mass against out-
side, more thermal bridges will be available and minimized heating benefits will be
observed. On the other hand, with insulation on exterior walls, the building may
easily store solar energy with less durability, and cooling and heating effects will be
valid on summer and winter, respectively. Apart from exterior or interior wall
applications, insulation placed in the middle results in even distribution with a
trade-off between the benefits of the cost and insulation thickness [41,62].

7.4.3.1 Thermal performance
Thermal performance can be decided by three factors: namely thermal resistance,
thermal bridging and thermal storage. First, as far as thermal resistance is con-
cerned, high R value insulation materials (e.g. polyethylene, rock wool, fibreglass,
polystyrene) should be selected. The relations between material thickness, density,
operating temperature range and thermal resistance should be carefully calculated
to achieve the optimum performance. Second, to prevent thermal bridge, a com-
plete application of thermal insulation around the walls/roof should be performed.
Also, there should be no or least amount of framing. Finally, for the thermal
storage, in order to benefit from it, large and dense walls made of concrete are to
be used.

7.4.3.2 Cost
The cost of insulating a building is composed of several segments: materials,
installation, auxiliary costs as air sealing and waste disposal, and cumulative energy
costs through the lifetime of the structure. Whenever the design of green building
insulation is made, care should always be given to special high-performance insu-
lation material selection resulting in extra cost and labour cost (Figure 7.4).

7.4.3.3 Ease of construction
Not all the designs are easy to construct. Ease of construction should be planned
according to the workmanship requirement, speed of construction, operation,
maintenance and replacement.
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7.4.3.4 Building standards requirements
To ensure safety and prevent medical issues, building standards/codes requirements
should be met by checking the fire, health, mechanical strength expectations.

7.4.3.5 Durability
Insulation material should be durable, too. To satisfy this, the facts of changing R
value, water permeability and absorption effects, stability on dimensions and
strength should be considered.

7.4.3.6 Air tightness
The material should act as vapour/infiltration barrier to improve insulation quality
for the walls, roof, etc. It should also be weather friendly and not have any cracks to
ensure good insulation.

7.5 Insulation materials in green residential buildings

Green buildings’ aim is to have less negative impact on nature and environment.
Therefore, selected insulation materials with small U values should be eco-
friendly. Also, green buildings use sunlight quite efficiently. They breathe by the
help of wind but not lose heat and using some complicated system like special air
conditioners, they may save afternoon heat for later use at night. Traditional
structures use energy, soil, water and raw materials in large quantities in con-
struction and operation. They are responsible for emissions of major greenhouse
gases and pollutants. Besides, they produce large amount of wastes affecting
plants and wildlife [63].

Buildings consume large quantities of energy. According to the United Nations
Environment Program report, buildings use 30%–40% of the major energy pro-
duced worldwide [64]. The United States uses twice and three times as much
energy as each unit in Germany and Japan, respectively [64]. The 2008 report of the
International Energy Agency stated that existing buildings consume 40% of the
world’s total energy resulting in 24% of global CO2 emissions [65]. Fortunately, it
is possible to improve the energy efficiency in buildings with many methods.
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Energy cost (B)

Figure 7.4 Optimum insulation material thickness (Adapted from [41])
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Simple measures, such as air dressing, maintenance of entry gate closers, and
changing available windows with storm windows as a low-cost alternative, are
often a low hanging condition in the weather. Besides, once cooling and heating is
concerned, a valid and rather inexpensive method of improving efficiency is
applying insulation materials to new and existing buildings. To reduce the amount
of energy used in production of insulation and allow recycling or biodegradation,
innovations would be helpful. For insulation, materials such as mineral, fibrous and
cellulose-derived products exist [62,66].

7.5.1 Standards and certificates for insulation materials
used in green buildings

Raw materials cost and waste are produced in the construction, use, renovation and
demolition stages of the buildings. These facts required some regulations which
were evolved to the green building standards, certifications and grading systems
aiming to reduce adverse effect on nature with sustainable design. There are some
of the certification and rating systems used in the United States. Energy Star,
LEED, Green Globes, Living Building Challenge, NZEB, Passive House Institute
US, SITES and WELL Building Standard are the important ones. International
certification and rating systems like BCA Green Mark Scheme, Beam, BREEAM,
CASBEE, EDGE, Green Star SA, Pearl Rating System for Estidama are eligible
worldwide [67–82].

In addition to building standards, there are also standards and certificates for
insulation materials. For thermal insulation, accepted seven ecolabel criteria sets
are defined by New Zealand, Canada, Australia, Korea, Taiwan, United Kingdom
and USA. EU Ecolabel will also be modified by adding a criterion about insulation
which will be a priority for the future [83].

The Good Environmental Choice Australia (GECA) Standard was introduced
in 2007. It is valid for insulation materials such as panels, blankets, felts, loose
fillers and sprayed thermal insulation. The standard does not define specific pro-
cedure for installation of materials and does not give a range for thermal con-
ductivity or R values. For GECA certification, all products must meet the relevant
national standard (AS4859.1: 2006 in case of insulation) [83].

Environmental Choice New Zealand Label criteria were published in 2004.
They clarify the environmentally friendly products which meet the requirements
of the test. During the certification process, an observation plan is submitted to
relevant environmental controls and production records. Similar to GECA, the
New Zealand Label covers all bulk, resistant insulation materials but does not cover
foil-type insulators and is delayed for pipe works and ductwork [83].

Canada’s related departments published the criteria for heat and insulation
products first in 1997. It is necessary for the products to meet all possible gov-
ernment and industrial standards regarding safety and performance, including the
regulations related to disposal of wastes left out from the production process. As in
the New Zealand scheme, it is a must to have access to quality control, verification
and production records as well as manufacturing issues [83].
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The Taiwan Green Mark Logos was introduced in 1992, and it includes more
than 100 products including heat-insulation materials. Although it has less details
than the other features, it meets the requirements of thermal conductivity, material
restrictions and packaging rules [83].

Korean Ecolabel, which is a voluntary standard carried out by government,
was also launched in 1992. Korean public services were made to buy products with
eco-label by the law to motivate people to use eco-friendly products. In the criteria,
waste materials in the insulation products, limitations on the material and the
quality requirements are covered [83].

7.5.1.1 Product characteristics
Thermal resistance levels are not specified by The Canadian and Australian cri-
teria and the UK Energy Saving Recommended (ESR) but instead existing stan-
dards are referred. Summarized methodologies are used to test and validate
standards. These standards must be met by before applying for eco-label status. In
addition to the British Standards and Building Regulations, the proposed thermal
conductivity levels for roof insulation works not captured by the Building Code
are between 0.044 and 0.037 W/mK. For and overall heat transfer coefficient
value of 0.16 W/m2K, the required thickness of the insulating material may
change from 270 to 150 mm for thermal conductivity values of 0.044–0.024 W/mK,
respectively [83].

Further to the Korean Industrial Standards and Taiwan Green Mark, the ther-
mal conductivity should be less than 0.044 W/mK. Within the New Zealand
Environmental Selection criteria, wall and ceiling products should have R value of
2.5 and 3, respectively.

7.5.1.2 Material requirements
All standards dictate the usage of recycled content and reduce waste whenever
possible and ask manufacturers to label the packaging for useful information to
consumers. Recycling conditions for different countries’ regulations are summarized
in Table 7.1. Detailed explanations with extended comparison for recycling content
and prohibited substances in insulation materials can be found in literature [83].

Table 7.1 Recycling content in insulation materials (Adapted
from [83])

Product
type

Korea
Ecolabel

GECA Canadian specification
(according to type and
fill/spray applied)

Natural insulation
materials (%)

� 40 � 25 � 35

Synthetic insulation
materials (%)

� 20 � 85 � 5
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Insulation Symposium, EMPA, Dübendorf, Switzerland, 28–29 September,
5–14.

[29] Fricke J., Schwab H., and Heinemann U. Vacuum insulation panels –
exciting thermal properties and most challenging applications. International
Journal of Thermophysics, 27 (2006), pp. 1123–1139.

[30] Schwab H., Heinemann U., Beck A., Ebert H.-P., and Fricke J. Permeation
of different gases through foils used as envelopes for vacuum insulation

168 Energy generation and efficiency technologies



panels. Journal of Thermal Envelope & Building Science, 28 (2005),
pp. 293–317.

[31] Simmler H., and Brunner S. Vacuum insulation panels for building application
– basic properties, ageing mechanisms and service life. Energy and Buildings,
37 (2005a), pp. 1122–1131.

[32] Simmler H., and Brunner S. (2005) Ageing and service life of VIP in
buildings. In: Proceedings of the 7th International Vacuum Insulation Sym-
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[46] Scholl W., and Maysenhölder W. Impact sound insulation of timber floors:
interaction between source, floor coverings and load bearing floor. Building
Acoustics, 6 (1999), pp. 43–61.

[47] Thermal Conductivity of common Materials and Gases (2013). Retrieved
from https://www.engineeringtoolbox.com/thermal-conductivity-d_429.html.

[48] Albatici R., and Tonelli A.M. Infrared thermovision technique for the
assessment of thermal transmittance value of opaque building elements on
site. Energy and Buildings, 42 (2010), pp. 2177–2183.

[49] Dall’O G., Sarto L., and Panza A. Infrared screening of residential buildings
for energy audit purposes: results of a field test. Energies, 6 (2013),
pp. 3859–3878.

[50] Fokaides P.A., and Kalogirou S.A. Application of infrared thermography for
the determination of the overall heat transfer coefficient (U-Value) in
building envelopes. Applied Energy, 88 (2011), pp. 4358–4365.

[51] Tejedor B., Casals M., Gangolells M., and Roca X. Quantitative internal
infrared thermography for determining in-situ thermal behaviour of façades.
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Chapter 8

Latent relationships between construction
cost and energy efficiency in multifamily

green buildings

Andrew McCoy1, Dong Zhao2, Yunjeong Mo2,
Philip Agee3, and Freddy Paige4

Residential buildings have accounted for more than 20% of total energy usage in
the United States over the last decade. Reducing household energy consumption
has environmental and economic impacts. Building scientists and construction
engineers have attempted to obtain accurate energy use prediction; however, few
have focused on the relationship between construction cost and energy use. This
chapter investigates the associations among detailed construction cost takeoffs and
actual energy use in multifamily green buildings. The researchers employ advanced
machine-learning analytics to model the correlations between construction costs
and energy use data collected from multifamily residential units. The findings
identify cost divisions in the construction stage that significantly correlate with
energy use in the operational stage. The model allows developers to predict energy
consumption based on construction costs and enables them to adjust their invest-
ment strategies to amplify the energy efficiency of green building technologies.

8.1 Introduction

Building innovation is increasingly critical for meeting challenges of energy con-
servation and climate change. Kok et al. [1] addressed a shift toward green building
innovation diffusion for affordable housing through the diffusion of building certi-
fications in the commercial building market. They noted the importance of occupied
structures in aggregate energy consumption and greenhouse gas emissions as well as
the so-called energy paradox that juxtaposes slow levels of adoption in new build-
ings against the profitability of more energy-efficient (EE) technologies.

1Myers-Lawson School of Construction, USA
2School of Planning, Design & Construction, Michigan State University, USA
3Grado Department of Industrial Systems Engineering, USA
4Department of Civil and Environmental Engineering, USA



As of 2012, residential buildings in the United States consume over 20% of
energy [2] used countrywide, representing a cost of approximately $416 billion [3].
Although new and weatherized housing units are becoming more efficient, today it is
still a significant source of US energy consumption. The US Department of Energy
(DOE) reports that the housing stock has become increasingly EE since 1980: houses
built most recently are 14% and 40% more EE than homes built 30 and 60 years ago,
respectively. More recently, the residential and commercial sectors accounted for
40% of total US energy consumption, with residential accounting for 22% alone [4].
Nevertheless, housing has also experienced an energy paradox: homebuilders are
resistant to use EE innovations and have scarce information regarding their payback.

Since the 2008 Great Recession, regulatory changes in building codes and
efficiency requirements in both Europe and the United States have increased their
pace of EE diffusion. Expected performance and initial cost of adoption have
increased the probability of realizing anticipated returns on investment, primarily
using proven technologies [5,6], and there is mounting evidence that these gains are
capitalized in the prices of residential buildings [7,8]. Household energy prediction
is significant to policies and strategies that affect energy use reduction, economic
development, and environmental sustainability [9]. Many studies have investigated
building energy performance and its associated factors, such as construction
technology, thermal property, building envelope, heating, ventilating, and air-
conditioning (HVAC), indoor temperature, thermostat setpoints, schedules, lighting
and appliances, weather, and occupant behavior [10]. However, few have focused
on the relationship between construction cost and energy use.

This study contributes to knowledge on energy consumption, capital costs, and
payback by focusing on the latent relationship between cost and actual energy con-
sumption in high-performance housing (HPH). The work focuses on multifamily
buildings using a machine-learning (ML) approach. The results from this study
reinforce the ability to use cost data for energy prediction, identify the appropriate
ML algorithm and model for energy prediction, and determine critical variables for
energy prediction [11]. The work advances information exchange regarding actual
costs of green buildings and the ability to capitalize on possible gains while identi-
fying the need to address key barriers to HPH diffusion in the housing market.

8.2 Literature review

A review of the literature suggests that there is no standard definition of HPH. All
previous studies have emphasized EE, sustainability, and environmentally friendly
products [12]. In general, homes that can be described as high performance are
(1) safer and healthier, (2) more energy and resource-efficient, (3) more durable
and resilient, and (4) more comfortable.

8.2.1 Green design and construction
Green design and construction criteria and research are closest in scope to our
definition of HPH. Ng et al. [13] defined green building as “improving the way that

174 Energy generation and efficiency technologies



homes and homebuilding sites use energy, water, and materials to reduce impacts
on human health and the environment.” While the intent and concept of green
building is straightforward, early adopters among designers, building contractors,
and tradesmen recognized a need for communicating standards of quality that could
be tied to economic value. As a result, green stakeholders developed multiple
certifications and rating systems worldwide that lent confidence to the risks in
implementing a new and relatively unknown system. The industry has rapidly
addressed perceptions of green buildings as well as the benefits and risks involved.
However, actual data on implementation costs are lacking [14].

8.2.2 Residential certifications and rating systems
ENERGY STAR

TM

for Homes was established in 1996 as a joint effort of the US
EPA and DOE. Based on program rigor, national brand recognition, and established
training quality and qualifications of third-party Home Energy Raters (HERS), the
ENERGY STAR certification has become a core component of many residential
green building programs. The ENERGY STAR program1 maintains a focus on
building science and analyzes buildings as integrated energy systems. Other resi-
dential green building certification programs include LEED for Homes (LEED-H)
and the ICC 700 National Green Building Standard (NGBS). These programs differ
in their emphasis and accountability of green design and building practices owing
to the differences in their origination and user base: LEED is designer-focused and
NGBS is developer–builder-focused.

The EarthCraft program, created in 1999 by a partnership between Southface
Energy Institute and the Greater Atlanta Homebuilders Association, is regionally spe-
cific to the Southeast United States. The program focuses on performance and mea-
surement. According to the program’s website, it “introduces green building to the
construction industry in a way that could be easily integrated into the building process,”
which makes it accessible to builders. Since 1999, EarthCraft has become one of the
largest regional certification systems in the country. EarthCraft buildings have mea-
sured results [15,16], and the focus program for HPH units measured in this work.

8.2.3 Certifying residential buildings
Although an HPH unit may be certified, not every certified building is necessarily a
high-performing one. According to Korkmaz et al. [17], green, sustainable, and HPH
units are designed and constructed to maximize the energy efficiency of envelope,
mechanical, and lighting systems to provide superior quality in the indoor environment
for enhancing occupant wellbeing. Such buildings are being widely adopted for their
potential to reduce energy costs and improve the health and productivity of occupants.
However, there are costs involved. One of the primary barriers in the market is the
owner’s perception of high initial costs associated with these homes resulting from
higher labor hours and the use of innovative materials and technologies [18].

1ENERGY STAR has implemented an update titled “version 3,” which was not included in this sample.
Version 3 expands the scope of the program’s focus to encompass indoor air quality, water distribution,
and renewable energy.
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8.3 Sustainable development trends

Much of the green building literature details benefits for owners, society, the
environment, and users [19]. Furthermore, momentum exists toward sustainable
development within various industries: construction and development, real estate,
and regulatory organizations. In general surveys representing several industries,
most respondents felt that trends in sustainable building were growing [20,21].
In addition, many representatives within the construction and building industry
have been exposed to green building projects and sources of green building
knowledge continue to expand [22]; however, the costs for green building are
perceived to be higher [23].

According to the US Green Building Council (USGBC), the number of LEED-
certified projects is growing [24]. EarthCraft is also growing, especially in the
multifamily, low-income housing market [24].

8.4 Construction costs, green premiums, and paybacks

The cost of producing a house has risen 206% since 1998. Using National Asso-
ciation of Homebuilders (NAHB) Construction Cost Survey national data (www.
nahb.org), Figure 8.1 shows that total costs associated with building a single family

$–
$50,000.00

$1,00,000.00
$1,50,000.00
$2,00,000.00
$2,50,000.00
$3,00,000.00
$3,50,000.00
$4,00,000.00
$4,50,000.00
$5,00,000.00

1998 2002 2004 2007 2009 2011 2013 2015

National cost breakdown of sales price
for single family dwellings by NAHB  

1. Finished lot cost 2. Total construction cost

3. Financing cost 4. Overhead and general expenses

5. Marketing cost 6. Sales commission

7. Profit

Figure 8.1 Total Cost Associated with Building a Single Family Dwelling unit
Source: National Association of Homebuilders (NAHB), New
Construction Cost Breakdown, 1998–2015
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dwelling unit (indirect, direct, and soft costs) increased until the Great Recession,
decreased until 2011, and then rebounded. New standards for mechanical and
electrical systems and high-performance technologies have strained traditional cost
models in terms of specific areas such as direct, indirect, and soft costs, depending
on location and type of construction.

The costs for HPH services and products imply that upfront investing and
payback decisions are difficult because of a lack of comparable industry data.
Perceptions have led to the belief that green premiums tend to be approximately
11% greater for LEED and ENERGY STAR projects, but actual numbers show that
such construction premiums can be as low as 1% and 0.5%, respectively [20]. Ahn
and Pearce [22] reported that 1.84% of LEED certification levels and their asso-
ciated premium costs were from installation.

Initial upfront costs for HPH projects might seem higher than standard new
construction (i.e., code-built), but paybacks on the operational side are achievable.
For example, LEED and ENERGY STAR buildings often command higher rental
rates, have lower vacancies, and have higher resale values than the alternatives
[25]. Rent and occupancy premiums can range from 4.4% to 51% and 4.2% to
17.9%, respectively [20].

The misalignment between who invests in energy efficiency and who receives
the benefit of the investment creates a split-incentive in multifamily housing. The
split-incentive issue has been described in the literature as a market barrier to HPH
in multifamily housing stock [26,27]. The split-incentive and lack of energy per-
formance data following the investment in energy efficiency creates uncertainty
and risk for owners, widening the energy efficiency gap in multifamily housing.

More recently, Southface [24] reported that

experienced green developers have found ways to incorporate green ele-
ments into their affordable housing projects in cost effective ways. Many
experienced developers carefully select sites to benefit costs, by choosing
a site that is very walkable to transit and services. Also, some developers
have been able to invest in water conservation elements for each afford-
able housing unit with as little as $83 per unit. In general, projects with
higher return on investments and shorter payback periods are achieved
through efficient systems and thus lower utility costs.

Like the commercial market, HPH multifamily housing provides a payback
opportunity through reduced operating and maintenance expenses, including uti-
lities (i.e., electricity, gas, water, and waste removal), cleaning practices, energy-
saving devices, efficiency in infrastructure, downsizing mechanical and electrical
equipment, using natural light, efficient plumbing fixtures, reclaiming and recy-
cling materials, and operational savings [28,29].

Wollos [30] found that buildings implementing above-code green building
measures could reduce energy use by 10%–40%, and Campbell [31] found that
affordable housing developments implementing above-code green design and
construction measures increased resident retention [31]. Studies of buildings that
follow leading certification practices indicate lower operating expenses [28], which
equates to stronger cash flow [32]. Nalewaik and Venters [29] found that green
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retrofits used 42% less energy and 34% less water than conventional buildings,
reducing costs.

Other barriers to HPH development include lack of knowledge and informa-
tion, unreliable performance metrics, and inadequate data collection [24]. Industry
fragmentation, multiple project stakeholders, path dependency, and experience
levels with green building practices produce a large disparity within project teams
[33]. HPH developer-builders likely encounter inconsistent federal, state, and local
regulations, whereas publicly funded affordable housing developments can face
additional, more stringent requirements [33].

To justify initial investments and paybacks for HPH projects, industry stake-
holders and owners need to be informed using actual data [25]. Only Matthiessen
and Morris [34] have attempted to focus on comparing green versus nongreen
building costs. These studies found no cost difference and focused on commercial
or institutional facilities, not residential [34]. Rehm and Ade [14] note that other
studies do not explicitly test for cost premiums or omit critical elements, such as
soft costs. The remainder of this chapter addresses the information gap, and the
following sections comprehensively measure actual costs of green and nongreen
buildings within one certified program.

8.5 Methodology

8.5.1 Variables
This study contains 72 variables for energy use prediction. Electricity use by the
square foot per residential unit (kWh/sf) is the dependent variable. The 71 inde-
pendent variables are grouped as (i) basic building information, (ii) construction
cost information, and (iii) technical information. Table 8.1 lists the four basic
information variables describing the characteristics of residential units. Table 8.2
lists the 24 construction cost variables—12 describing direct costs and 12
describing indirect costs. Table 8.3 lists the 43 technical variables describing the
building envelope, HVAC systems, lighting, and appliances.

8.5.2 Data
The researchers collected construction cost data from 24 developers on 236 Low-
Income Housing Tax Credit (LIHTC) multifamily residential units in Virginia.
Costs were sub-categorized by construction cost divisions, including both direct
costs of facilities and buildings and indirect and soft costs of sites and

Table 8.1 Basic information variables

Code Description Code Description

HERS* HERS score (1–100) SrNsr Senior(0), non-senior(1)
NewReno New(0), renovation(1) Area Square footage of each unit

*HERS (Home Energy Rating System).
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organizations. The research team collected monthly energy consumption over
3 years. This study used full data from 159 residential units from 9 developments
located in 9 cities (Table 8.4). The construction cost, basic building information,
and technical building data were collected in 2014 and 2015 through multiple site
visits with the aid of property managers. Monthly energy consumption was col-
lected through a partnership with industry collaborators [35].

Construction cost data were collected from the developers’ proforma sheets
and categorized by the research team. The cost per square foot was gained by

Table 8.2 Construction cost information variables

Code Description (direct cost) Code Description (indirect cost)

A00 Substructure S01 Site development
B10 Shell: superstructure S02 Acquisition
B20 Shell: exterior enclosure S03 Overhead
B30 Shell: roofing S04 Profit
C00 Interiors S05 General requirement
D10 Services: conveying S06 Bonding fee
D20 Services: plumbing S07 Professional services
D30 Services: HVAC S08 Pre-development
D40 Services: fire protection S09 Construction period financing
D50 Services: electrical S10 Permits and fees
E00 Equipment and furnishings S11 Developer fee
F00 Special construction S12 Start-up and reserves

Table 8.3 Technical information variables

Code Description Code Description

T01 Period of collection T24 Sealed attic R-value
T02 Conditioned area T25 Above grade walls R-value
T03 Conditioned volume T26 Foundation walls
T04 Number of bedrooms T27 Slab
T05 House type T28 Edge slab R-value
T06 Foundation type T29 Under slab R-value
T07 Air-source heat pump fuel type T30 Window U-value
T08 Air-source heating efficiency T31 Window solar heat gain coefficient
T09 Air-source cooling efficiency T32 Infiltration rate, heating
T10 Water heater type T33 Infiltration rate, cooling
T11 Water heater fuel type T36 Infiltration measurement method
T12 Water heater energy factor T37 Percent interior lighting
T13 Water heater tank size T38 Percent garage/exterior lighting
T14 Duct leakage T39 Refrigerator energy usage
T15 Ventilation system type T40 Dishwasher energy factor
T20 Programmable heat T41 Range/oven fuel type
T21 Programmable cool T42 Clothes dryer fuel type
T22 Ceiling flat R-value T43 Clothes dryer energy factor
T23 Sealed attic
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dividing the total construction cost by total development square footage. Because
the buildings were completed from 2008 to 2012, construction cost data were
adjusted using the Producers Price Index (PPI) to 2013-dollar values, similar to a
previous methodology by Ang et al. [36].

Energy use data for each residential unit were averaged from January 2013 to
June 2016. The average energy use per unit was normalized by the square footage
of the unit in a similar method to that used for cost data normalization. In addition,
38 instances (residential units) without electricity data were removed from the
initial dataset of 197 instances. Seven independent variables of technical informa-
tion where more than 50% of the data were missing were omitted. Five independent
variables of technical information with a lower rate of missing data (18% for T13,
22% for T14, 1% for T22, and 11% for T32/33) were interpolated using mean
imputation.

8.5.3 Data analysis
Three analytic models were designed in this research to (i) explore the cost data
ability to predict energy use, (ii) identify the appropriate ML algorithm, and (iii)
define the critical variables:

● Model 1: Cost variables only (24 variables)
● Model 2: Basic and cost variables (28 variables)
● Model 3: Basic, cost, and technical variables (71 variables)

Algorithm comparison and feature selection were performed for each model
using 10-fold cross validation. In total, 28 ML algorithms were tested and the top 5
algorithms were selected for each model. Some of the algorithms used were
sequential minimum optimization (SMO) regression, linear regression, random
subspace, addictive regression, Gaussian processes, and K-star. Algorithm perfor-
mance was evaluated using criteria such as the correlation coefficient and root
mean square error (RMSE). Correlation-based feature selection (CFS) subset eva-
luation with a greedy stepwise method was used for feature selection for each

Table 8.4 Summary of sample residential units

Development
code

City Cost certified
year

Number
of units

D1 King George 2012 18
D2 Chesapeake 2012 32
D3 Richmond 2008 29
D4 Arlington 2011 5
D5 Orange 2012 19
D6 Scottsville 2012 13
D7 Richmond 2012 22
D8 Lynchburg 2011 14
D9 Hampton 2011 7
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model. CFS evaluates subsets of features by considering both individual predictive
ability of each feature and the interrelations among them. Greedy stepwise imple-
ments greedy forward or backward search through feature subsets [37]. For the
selected features, Pearson’s R value between the dependent and independent vari-
ables and the Pearson correlation were tested.

8.5.4 Findings
Data on construction costs of Virginia LIHTC multifamily projects support pre-
vious research indicating that developer/builder organizations continue to adopt
new technology and adjust to associated costs. The difference in the total cost
between green and nongreen developments is not statistically different across the
entire sample of development total costs. The data indicate a higher average total
cost for nongreen developments of 6.2% or $7.15 per square foot (ft2; Table 8.3).
LIHTC green development data indicate a lower average cost of 13% or $10.08 per
square foot of indirect or “hard” costs and a higher average by 6.9% or $2.93 per
square foot in indirect and soft costs (Table 8.5).

Sample data require higher resolution to go beyond the square foot comparison
level. Nevertheless, nongreen LIHTC developments cost more per square foot but
contained smaller total unit sizes and comprised fewer developments built after
2008, when green rating systems were integrated into Virginia LIHTC policy.
Because green developments occurred primarily after 2008, costs across the entire
sample were analyzed using two methods: (i) without PPI inflation for nongreen
developments after 2008 and (ii) with PPI inflation for nongreen developments
after 2008. Without PPI inflation for nongreen developments, green developments
cost more in 2013 dollars. With PPI inflation for nongreen developments, green
developments cost less in 2013 dollars. The resulting difference in cost per square
foot between the nongreen and the green developments was 6.9% less for green in
2013 dollars. However, none of these differences are statistically significant.

The data indicate higher average soft cost (Table 8.6) in the areas of professional
services, financing, permits and fees, developer fees, and start-up and reserves and
lower average soft cost in the areas of services, bonding fees, and pre-development.
Professional services include Architects, Engineers, Real Estate Agents, and Con-
sultants, including Green Building Consultants (Table 8.7). Financing refers to costs
associated with financing the construction process, including loan fees, loan interest,
legal fees, real estate tax, insurance, and bridge loans. Permits and fees are relative to

Table 8.5 Development costs: green vs. nongreen

Average cost per ft2

Green Nongreen Diff. (� %)

Direct (hard) $66.21 $76.29 �13
Indirect (soft) $42.37 $39.44 6.9
Total $108.59 $115.74 �6.2

Latent relationships between construction cost and energy efficiency 181



the locality of the construction and refer to local government fees and permanent
financing fees. Developer fees refer to allowed overhead costs for the builder-
developer organization and start-up and reserves include marketing, rent-up, operating
deficits, replacement reserves, furniture, and equipment.

Services within general contractor services include overhead, profits, and
general requirements. Bonding fees refer to costs associated with performance and
bidding bonds, and pre-development fees include market study, appraisal, envir-
onmental reports, and tax credits.

The results suggest that the average cost per square foot is not significantly
statistically different across time and across the entire set of developments sampled
(green and nongreen). Therefore, both nongreen and green developments do not
deviate significantly enough from the overall average over time to indicate that one
sample set has higher costs per square foot. This implies that over time, green
development costs per square foot (especially hard costs) have diffused into the
industry at a similar level to nongreen construction developments.

The literature suggests that technology innovation diffusion must overcome
developer-builder resistance for success [16]. The result of increased professional
services and reduced general contracting (GC) services suggests that risk in this
sample of LIHTC green developments is shared across multiple key stakeholders in
the project delivery process. Traditionally, in the nongreen sample, lower profes-
sional fees and higher general contracting (GC) services are indicative of risk being

Table 8.6 Detailed soft costs ($/ft2): green vs. nongreen

Soft cost Green Nongreen Diff. (� %) Sig.

Services $8.16 $10.44 �21 0.10
Bonding fee $0.30 $0.45 �33 0.41
Prof. services $5.59 $3.57 36 0.13
Pre-development $0.93 $0.96 �3 0.95
Financing $4.12 $4.07 1.2 0.51
Permits and fees $3.84 $3.34 13 0.38
Developer fee $13.46 $11.69 13 0.45
Start-up and reserves $5.13 $3.72 27 0.9

Table 8.7 Green building consultant fee overview

Unit of analysis Green building
consultant fee

Percentage of total cost 0.38%
Percentage of indirect cost 0.93%
Percentage of professional services

(indirect cost)
16.34%

Fee $/ft2 $0.36
Fee $/unit $336.66
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carried by the GC more than other stakeholders, which has historically generated
resistance to new technologies.

Owing to the higher cost of “services” in Figure 8.2, a detailed analysis of the
contribution of green building consultant fees to soft costs was undertaken in
Table 8.7. These fees do not appear to be a primary contributor to higher soft costs
in the green developments sampled.

8.6 Energy use and development costs

Although the cost comparison was critical to this work, the major aim was to
determine whether a positive relationship exists between green construction costs
and energy saved by residents. The design and construction process often requires a
“bottomline” approach that could influence the likelihood of certain processes,
technologies, or products over others. However, our analysis does not indicate this
influence.

8.7 Model 1: Cost information only

8.7.1 Algorithm comparison
Model 1 uses only cost information (Table 8.8) to predict energy use based on
direct and indirect costs of the multifamily units. The direct and indirect cost
variables described in Table 8.2 were used for this model. Table 8.8 summarizes
the top 5 algorithms among 28 algorithms sorted by correlation coefficient in
descending order. SMO regression shows the best result with the highest correla-
tion coefficient and the lowest RMSE, followed by linear regression. Random
committee, K-nearest neighbors, and k-star perform similarly. Therefore, Model 1
findings are presented based on SMO regression results.
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Figure 8.2 Green and nongreen development indirect costs
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8.7.2 Feature selection
Among the 24 cost variables, the model selected 5 cost information features with
strong prediction power (Table 8.9). The five selected features rank the top five
variables with the highest absolute correlation coefficient values. At the 95% sig-
nificance level, p-values of all selected features were less than 0.004. All the selected
features are indirect costs. The pre-development, profit, and bonding fee features
show a positive relationship with energy usage in the multifamily units used in this
study. Start-up and reserves and general requirement show a negative relationship
with energy usage. This finding suggests that higher indirect investment may lead to
better energy performance, although further investigation is required.

8.8 Model 2: Basic and cost information

8.8.1 Algorithm comparison
Model 2 selects both basic information (Table 8.1) and cost information (Table 8.2)
to predict energy use. Variables in Tables 8.1 and 8.2 were used for this model.
Table 8.10 summarizes the top five algorithms for this model. Additive regression
showed the best result with the highest correlation coefficient and the lowest
RMSE, followed by SMO regression. Therefore, additive regression was selected
for Model 2 with slightly better performance slightly than Model 1.

8.8.2 Feature selection
Five features were selected (Table 8.11). The selected features are the same as
those in Model 1, suggesting that additional basic information variables do not

Table 8.8 Top algorithm comparison for Model 1

Algorithms Corr. coeff. RMSE

SMO regression 0.5146 0.2222
Linear regression 0.4963 0.2241
Random committee 0.4865 0.2258
K-nearest neighbors (K ¼ 1) 0.4864 0.2258
K-star 0.4864 0.2258

Table 8.9 Feature selection for Model 1

Code Description Corr. coeff. Absolute
corr. coeff.

p-Value

S08 Pre-development 0.3289 0.3289 <0.0001
S04 Profit 0.3186 0.3186 <0.0001
S12 Start-up and reserves �0.2957 0.2957 0.0002
S05 General requirement �0.2772 0.2772 0.0004
S06 Bonding fee 0.2271 0.2271 0.0040
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significantly contribute to prediction performance for the multifamily units in this
study. Nevertheless, these results also suggest that higher indirect investment may
lead to better energy performance. Again, more investigation is needed.

8.9 Model 3: Basic, cost, and technical information

8.9.1 Algorithm comparison
Model 3 uses basic information (Table 8.1), cost information (Table 8.2), and tech-
nology information (Table 8.3) to predict energy usage in the multifamily units of this
study. All variables in this study are used for this model selection. Table 8.12 sum-
marizes the top five selected algorithms. SMO regression shows the best results with
the highest correlation coefficient and the lowest RMSE, followed by the Gaussian
processes. The overall performance of Model 3 significantly exceeds that of prior
models. Model 3 findings are therefore presented using SMO regression results.

8.9.2 Feature selection
Nine features are selected among the 71 variables, as listed in Table 8.13. When all
variables are independently evaluated using the absolute correlation coefficient, the
selected features rank within the top 16. The four most significantly correlated
variables are the ceiling flat R-value (T22), profit (S04), water heater fuel type
(T11), and general requirements (S05). No basic information features were selected
in Model 3. Three cost information (Table 8.2) features were selected in Model 3:
(S04, S05, and S06). Six technical information (Table 8.3) features were selected in

Table 8.10 Algorithm comparison for Model 2

Algorithm Corr. coeff. RMSE

Additive regression 0.5375 0.2181
SMO regression 0.5294 0.2195
K-star 0.5200 0.2249
Random subspace 0.5107 0.2216
Linear regression 0.5091 0.2226

Table 8.11 Feature selection for Model 2

Code Description Corr. coeff. Absolute
corr. coeff.

p-Value

S08 Pre-development 0.3289 0.3289 <0.0001
S04 Profit 0.3186 0.3186 <0.0001
S12 Start-up and reserves �0.2957 0.2957 0.0002
S05 General requirement �0.2772 0.2772 0.0004
S06 Bonding fee 0.2271 0.2271 0.0040
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Model 3 (in order of significance): ceiling flat R-value (T22), water heater fuel type
(T11), percent interior lighting (T37), air-source heat pump cooling seasonal effi-
ciency (T09), foundation walls (T26), and window SHGC (T31).

Table 8.14 compares the selected algorithms for the three models. SMO
regression offers the best performance in Models 1 and 3 and the second best in
Model 2. Support vector machines are often used in research because they can
solve nonlinear models effectively even with a small training data sample size [38].
SMO is an algorithm implemented using the um tool and is broadly used for SVM
training [39]. In this study, it works well in correlating energy use with cost and
building technology information. The findings show that prediction performance
continuously improves from Model 1 to Model 3, suggesting that model perfor-
mance strengthens when more meaningful features are added.

The results from Table 8.14 indicate that the cost-only model (Model 1)
demonstrates a comparable performance to other two models. This finding is con-
sistent with existing research that building technologies are highly correlated with
energy consumption. The finding reveals the latent correlation between construction
cost during the construction process and energy consumption during the operational
stage and suggests the critical capability of cost data in predicting energy use.

Among the three models, Model 3 contains the highest number of indicators
and thus demonstrates the best prediction performance. Figure 8.3 charts the Model
3 prediction, which is accurate for values in the moderate range and slightly weak

Table 8.12 Algorithm comparison for Model 3

Algorithm Corr. coeff. RMSE

SMO regression 0.5648 0.2141
Gaussian processes 0.5427 0.2172
Additive regression 0.5422 0.2178
Linear regression 0.5386 0.2231
Random subspace 0.5224 0.2199

Table 8.13 Feature selection for Model 3

Code Description Corr. coeff. Absolute
corr. coeff.

p-Value

T22 Ceiling flat R-value �0.3552 0.3552 <0.0001
S04 Profit 0.3186 0.3186 <0.0001
T11 Water heater fuel type 0.2865 0.2865 0.0003
S05 General requirements �0.2772 0.2772 0.0004
T37 Percent interior lighting �0.2531 0.2531 0.0013
T09 Air-source heat pump cooling

seasonal efficiency
�0.2476 0.2476 0.0017

S06 Bonding fee 0.2271 0.2271 0.0040
T26 Foundation walls 0.2197 0.2197 0.0054
T31 Window SHGC �0.2002 0.2002 0.0114
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for peak values. As with all models in this work, the delta between peak values
indicates the potential for improvement in future studies.

8.10 Conclusions

This work shares findings from a multi-year study that measured the energy per-
formance of Virginia’s green building multifamily housing stock. Over the last 10
years, the LIHTC program has encouraged EE in the affordable rental stock. This
research addresses key issues related to EE and affordable housing by measuring
actual, unit-level energy use. The study analyzes 24 developments containing 236
apartments and 72 variables for energy use prediction to compare the cost for
building green versus nongreen evaluates for effects of annual operation and
energy use.

The difference in the total construction cost between green and nongreen
developments is not statistically significant. Furthermore, cost does not statistically
correlate to energy usage in the unit. The data indicate a higher average total cost
for nongreen developments of 6.2% or $7.15 per square foot compared to green
developments. Data for LIHTC green developments indicate a lower average cost
by 13% or $10.08 per square foot in direct (i.e., “hard”) costs and a higher average
by 6.9% or $2.93 per square foot in indirect (i.e., “soft”) costs. Green building
consultant fees represent $0.36 per square foot or 0.38% of total development costs.
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Table 8.14 Performance comparison among models

Model Best algorithms Corr. coeff. RMSE

1: Cost only SMO regression 0.5146 0.2222
2: Info þ cost Additive regression 0.5375 0.2181
3: Info þ cost þ tech SMO regression 0.5648 0.2141
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These fees do not appear to be a main contributor to higher soft costs in green
developments sampled. The 3-year energy usage study results did not indicate a
significant correlation between development costs and energy usage. Low-cost green
buildings realized just as much energy savings for residents as high-cost ones.

Findings from this work have identified a significantly latent relationship
between construction costs and energy consumption in multifamily green build-
ings. Our analytic model uncovers cost and technological factors that correlate
energy efficiency in residential buildings. As a result, developers can predict
energy use based on construction costs. The model is a valuable tool for developers
to assess or adjust their investment strategy, and it contains practical significance
for planners and policy makers in pursuing a resilient and sustainable built envir-
onment. For example, energy consumption prediction allows for life cycle cost
analysis at the preconstruction phase.

This study was limited to LIHTC housing units in Virginia and does not
incorporate behavioral data of occupants, which may provide more accurate ana-
lysis for energy consumption. Future studies will include behavioral data and more
refined ML techniques, such as error analysis and feature engineering, to refine the
models. Future works will also explore the effects of weather differences on energy
consumption owing to variance in development of geographic location.
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Chapter 9

Secondary battery technologies: a static
potential for power

Pavlos Nikolaidis1 and Andreas Poullikkas2

Electrical energy storage (EES) systems provide various benefits of high energy
efficiency, high reliability and controllability, low cost and environmental impact,
and so on, by storing and retrieving energy on demand. Historically, electrochemical
battery storage systems have by far spurred the greatest interest of research, offering
immediate response times, medium-to-long term storage duration and no power-rate
limitations. Based on electrochemical oxidation–reduction reversible reactions,
batteries can convert chemical energy stored in their active materials directly into
electricity and vice versa. In this work, the most important battery technologies are
reviewed and compared along with their contribution in global battery market.
Lithium-ion monopolize in portable electronic devices, whereas lead–acid holds the
exclusivity in automotive starting, lighting and ignition (SLI) applications and is
considered as the best choice for small-to-medium scale stationary applications of
uninterruptible power supply (UPS) and buck-up power. In terms of safety and
simplicity, both systems are considered viable options for small-scale residential
applications, while advanced lead–acid and high-temperature batteries are suited in
medium-to-large scale applications including commercial and industrial consumers.
The most discussed aspects relating to electrochemical storage are the exhaustible
material reserves which may cause their cost to increase and battery disposition
which locally affects consumers and globally the whole of mankind. However, a key
solution exists, namely recycling, and is supported by various processes. Once the
impacts from the collection and transportation of all types of spent batteries are
minimized, the field of electrochemical EES integration will be expanded more and
more, resulting in a sustainable development.

9.1 Introduction

EES finds ready application in a diverse range of sectors including portable elec-
tronics, transportation and stationary systems, providing traction and propulsion,

1Department of Electrical Engineering, Cyprus University of Technology, Cyprus
2Cyprus Energy Regulatory Authority, Cyprus



the ubiquitous automotive starting, lighting and ignition (SLI), standby power,
remote area power supply, etc. [1]. Apart from their potential support in mobile
devices, automotive vehicles, space applications and the rest of autonomous or
isolated systems, for several years now, EES systems are attracting increasing
interest for power-quality regulation, bridging power and energy-management
applications in power system operations. Optimal planning of such systems can
enhance grid stability, increase penetration of renewable energy sources (RES),
improve the efficiency of energy systems, conserve fossil fuel reserves and reduce
environmental impact of energy generation, separating the power production from
its consumption, both in space and time [2,3].

Classified by the form of stored energy into mechanical, chemical, electro-
chemical and electromagnetic, the term of storage refers to a wide variety of
techniques and technologies. Historically, electrochemical battery storage systems
have by far spurred the greatest interest of research, demonstrating many different
chemistries to meet the ever-increasing demand. Possessing immediate response
times, medium-to-long term storage duration and no power-rate limitations, they
are capable of participating in almost all realistic EES applications. In the begin-
ning, batteries were used by scientists to study and understand electricity. After
their discovery, they became a power for telegraphs, first telephones and other early
electrical devices, generating soon a need for more compact prototypes with better
capacity and stable voltage and current [4]. The first conventional secondary bat-
tery, lead–acid (Pb–acid), was invented in 1859. Since the beginning of the next
century (and specifically in 1915), nickel–cadmium (NiCd) batteries have been
used commercially, followed by the introduction of sodium–sulfur (NaS) in the
1960s. Although lithium-ion (Li-ion) battery was first proposed in the same year,
the first was produced 31 years later. Sodium–nickel chloride (NaNiCl or ZEBRA)
technology was acquired by MES (Swiss) in the early 1999 [5]. Although many
other chemical topologies, including secondary batteries, flow batteries and fuel
cells, have been investigated and found technically feasible, they are still under
development.

Extensive research has revealed that a single storage device cannot meet the
requirements of a whole power system; however, the later may qualify more than
one applications either directly if it is operated in different modes providing indi-
vidual storage functions or indirectly by just avoiding the need to apply additional
devices to meet an event. According to the application that the battery energy
storage (BES) systems are intended for use, they are presented favorable or unfa-
vorable as to some performance characteristics, namely, power and energy rating,
volumetric and gravimetric power and energy density, discharge time and time of
response, operating temperature, self-discharge rate, round-trip efficiency, critical
battery voltage, calendric and cyclic lifetime, investment and whole life cost, spa-
tial requirement, environmental impact, recharge time and storage duration, mem-
ory effect, technical maturity, scalability, recyclability, transportability [6]. All
information found in the literature is listed in Table 9.1, providing the technical and
operational performance characteristics of the most important battery technologies.
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Table 9.1 Characteristics of secondary battery technologies [5,7–20]

Pb–acid NiCd NiMH Zn–air NaS ZEBRA Li-ion

Power rating (MW) 0–20 0–40 0.01–3 0–0.01 0.05–8 0–0.3 0–0.1
Energy capacity (MW h) 0.001–40 6.75 – – 0.4 – 0.004–10
Power capital cost ($/kW) 300–600 500–1,500 270–530 100–250 >1,000 150–300 1,200–4,000
Energy capital cost ($/kW h) 200–400 800–1,500 200–730 10–60 300–500 100–200 600–2,500
O&M cost ($/kW year) 50 20 – – 80 – –
Specific power (W/kg) 180 140–180 220 60–225 150–240 174 500–2,000
Specific energy (W h/kg) 30–50 35–60 50–75 450–650 120 120 100–200
Power density (kW/m3) 10–400 38–141 8–588 10–208 1.3–50 54.2–300 56–800
Energy density (kW h/m3) 25–90 15–150 39–300 22–1,673 150–345 108–190 94–500
Technical maturity Mature Commercialized Mature Developing Commercialized Commercializing Commercialized
Daily self-discharge (%) 0.1–0.2 0.1–0.2 5–20 Almost 0 Almost 0 20 0.03
Depth of discharge (%) 80 100 50 – 100 – 80
Lifetime (years) 5–15 10–20 2–15 0.17–30 10–15 10–14 5–15
Cycling times 200–2,000 1,500–3,000 1,200–1,800 100–300 1,500–5,000 1,000 3,000–10,000
Round-trip efficiency (%) 85–90 60–90 50–80 50 89–92 70–85 ~100
Response time Millisecond Millisecond – – Millisecond – Millisecond
Suitable storage duration Minutes–days Minutes–days – Hours–months Seconds–hours Seconds–hours Minutes–days
Autonomy Seconds–hours Seconds–hours – Seconds–24 h Seconds–hours Seconds–hours Minutes–hours



In Section 9.2, the state-of-the-art battery technologies are classified and dis-
cussed in detail. Section 9.3 refers to the battery market and contribution of each
individual technology, while recycling aspects are conducted in Section 9.4.
Finally, the conclusion is summarized in Section 9.5.

9.2 Principles of operation

Batteries are classified as primary which are not rechargeable and secondary which
can be recharged. BES refers to the secondary batteries which consist of cells each
comprising a pair of opposite electrodes immersed in an electrolyte, and they can
store and provide energy through electrochemical reversible reactions. Depending
on the materials used as electrodes and electrolytes, BES systems are divided into
lead–acid, alkaline, metal–air, high temperature and lithium-ion [7,21,22].

9.2.1 Lead–acid
As the oldest type of rechargeable batteries, lead–acid (Pb–acid) is widely used in
vehicles and boats for engine starting and a host of other facilities and is therefore
considered as one of the best suited for stationary applications as it can supply
excellent pulsed power [17,22,23]. A schematic diagram of a Pb–acid battery
operation is shown in Figure 9.1. In the charged state, the battery consists of lead
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Figure 9.1 Demonstration of Pb–acid battery cell [39]
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(Pb) and lead oxide (PbO2) both in 37% sulfuric acid (H2SO4), whereas in the
discharged state, lead sulfate (PbSO4) is produced both at the anode and the cathode
while the electrolyte changes to water [24]. The chemical reactions at the anode and
cathode are presented by (9.1) and (9.2), respectively [25]. The rated voltage of
a Pb–acid cell is 2 V and capable of operating in the range of �5 �C and 40 �C
[7,9,26]:

Pb þ SO4
2� Ð PbSO4 þ 2e (9.1)

PbO2 þ SO4
2� þ 4Hþ þ 2e� Ð PbSO4 þ 2H2O (9.2)

Although lead–acid technology has maturity of over a century and low manu-
facturing cost, the lead and sulfuric acid used to form the anode and the electrolyte,
respectively, are toxic and its cycle life is relatively limited. In addition, flooded
type devices require periodic water maintenance and large footprint due to their low
specific energy (25 W h/kg) and discharging depth (70%), thus they become unfa-
vorable for large-scale applications. From the invention of valve regulated lead–acid
(VRLA) batteries, banks of up to 36 MW are already being utilized for power
generation from RES, as they achieve higher specific energy (30–50 W h/kg) and
depths of discharge (80%) with negligible maintenance requirements [9,10]. More
recently, an advanced Pb–acid system with a split design has been demonstrated and
is able to provide significantly longer cycle life in the order of ~17,000 cycles
compared to 200–2,000 of VRLA, enabling its application in large scales [25].
Regardless of improvements, lead toxicity and sulfuric acid are still the main con-
cerns and may restrict this battery type from being indefinitely used.

9.2.2 Alkaline
Nickel–cadmium (NiCd) and nickel–metal hydride (NiMH) represent the alkaline
batteries comprising nickel oxide for cathode and potassium hydroxide for elec-
trolyte. Nickel–cadmium batteries are widely used in both portable and stationary
applications providing chief advantages compared to lead–acid such as higher
specific energy (60 W h/kg), longer cycle life (1,500–3,000 cycles) and lower
water-maintenance requirements, against the higher manufacturing cost [1]. At the
charging state, they consist of a nickel oxyhydroxide NiOOH cathode, a metallic
cadmium Cd anode, a separator and an alkaline electrolyte [5]. During the dis-
charging process, the cathode NiOOH reacts with water which exists in the aqueous
potassium hydroxide (KOH�H2O) to produce Ni(OH)2 and hydroxide ion at the
anode. The reversible reactions are given in (9.3) and (9.4) for the anode and
cathode, respectively, while a better explanation can be obtained by Figure 9.2
through a flow diagram:

Cd þ 2OH� Ð Cd OHð Þ2 þ 2e� (9.3)

2NiOOH þ 2H2O þ 2e� Ð 2Ni OHð Þ2 þ 2OH� (9.4)

On the contrary, except from the higher cost, both its maximum capacity and whole
life are subject to memory effect and thus cannot be repeatedly recharged after
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being partially discharged [27]. Similar to lead–acid, nickel–cadmium spent
batteries create environmental concerns because of cadmium and nickel toxicity
and consequently are largely displaced [28]. As regards nickel–metal hydride
(NiMH), it defers in which a hydrogen-absorbing alloy is used to form the electrode
instead of cadmium. The electrochemical reactions at the anode and cathode of
such a device are represented by (9.5) and (9.6), respectively. Possessing the same
with NiCd cell voltage of 1.2 V, NiMH can achieve higher specific energy (up to 75
W h/kg) and reduced memory effect. In the contrary, it suffers from severe self-
discharge issues (20% per day) and lower efficiency; thus, it becomes an undesir-
able candidate for electrical storage from RES [8,11,12,29]:

MHx þ OH� Ð M þ H2O þ e� (9.5)

NiO OHð Þ þ H2O þ e� Ð Ni OHð Þ2 þ OH� (6.6)

Nevertheless, the distinct advantage of the wide temperature-range of operation
(from a minimum of �40 �C to 50 �C) of Ni-based batteries, make their use pos-
sible for some utility-scale EES applications [13].

9.2.3 Metal–air
Metal–air batteries can be considered as special types of fuel cell which use metal
instead of fuel and air as the oxidant. The anodes in these batteries are commonly
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available metals with high energy density such as lithium (Li), aluminum (Al) or
zinc (Zn), while the cathodes are made of either porous carbon or metal mesh cap-
able of absorbing oxygen (O2) from air. The liquid or solid electrolytes are mainly
good hydroxide ion (OH�) conductors like potassium hydroxide (KOH) [9].
Although Li–air has a theoretical specific energy as high as 11,140 W h/kg, there are
concerns about a probable fire due to the high reactivity of Li with humid air [25,30].
Moreover, it possesses a much more expensive cell compared to Zn–air, which is
environmentally benign and exhibits long storage life while un-activated [27].
Hence, Zn–air represents the only technically feasible example of metal–air batteries
up to date, offering a high energy density (650 W h/kg). It provides a cell voltage of
1.6 V, temperature range from �20 �C to 50 �C and negligible self-discharge rate.
On the contrary, it is difficult to be recharged and offers a limited cycling capability
of a few hundred cycles along with a quite low efficiency of fairly 50% [5]. How-
ever, Zn–air constitutes a developing technology that occurs promising and is able to
contribute in future energy-management applications. The chemical reactions, at the
anode and cathode of a Zn–air cell shown in Figure 9.3, are provided in (9.7) and
(9.8), respectively. Other metals proposed to form the anode of a metal–air cell can
be represented by a similar manner. Equations (9.9) and (9.10) are given as an
example of an under-research metal–air battery of aluminum (Al) anode:

Zn þ 2OH� Ð Zn OHð Þ2 þ 2e� (9.7)
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H2O þ O2 þ 2e� Ð 2OH� (9.8)

Al þ 4OH� Ð Al OHð Þ4 þ 3e� (9.9)

O2 þ H2O þ 3e� Ð 3OH� (9.10)

9.2.4 High temperature
High temperature batteries consist of molten sodium anode material, a solid
electrolyte of beta-alumina and according to the cathode solid reactant they are
subdivided into sodium–sulfur (NaS) and sodium–nickel chloride (NaNiCl or
ZEBRA) [31]. NaS batteries are constructed from inexpensive materials and are
considered as an attractive option for large-scale stationary electrical storage
applications since they offer high energy density (150–345 kW h/m3) and cycle
efficiency (89%–92%), long cycle life (1,500–5,000 cycles) and they are much
smaller and lighter than NiCd, NiMH and Pb–acid [8,10,32]. The main dis-
advantages of NaS technology are the corrosive nature of manufacturing materials
and the requirement for constant heat input in order to maintain the electrolyte’s
molten state which is ensured at 300 �C–350 �C increasing the hazard of probable
reaction between electrode materials and associated fire [22]. A demonstration of a
charge/discharge cycle concerning a NaS cell is illustrated in Figure 9.4 while the
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reactions realized at the negative and positive electrodes are shown in (9.11) and
(9.12), respectively:

2Na Ð 2Naþ þ 2e� (9.11)

S þ 2e� Ð S2� (9.12)

On the other hand, ZEBRA technology has some advantages relative to NaS
systems including lower mean temperature of 250 �C–350 �C and a much safer cell,
no corrosion problems, high cell voltage (2.58 V) and the ability to withstand
limited overcharge and discharge [1,14]. The overall chemical reaction occurs in a
ZEBRA battery is represented by (9.13):

2NaCl þ Ni Ð NiCl2 þ 2Na (9.13)

9.2.5 Lithium-ion
The last major type of battery storage technology is lithium-ion (Li-ion) system
containing a graphite anode, a cathode formed by a lithium metal oxide (LiCoO2,
LiMO2, LiNiO2, etc.) and an electrolyte consisting of a lithium salt dissolved in an
organic liquid (such as LiPF6); thus, electrodes can reversibly accommodate ions
and electrons [33]. Finally, a separator is deployed to prevent a short-circuit
between the electrodes and associated hazard of flame burst. A typical structure of
a Li-ion battery with a cathode made of LiCoO2 is demonstrated in Figure 9.5.
During discharging, lithium atoms (Li) are oxidized to lithium ions (Liþ) releasing
electrons. While the electrons are flowing through the external circuit to reach the
cathode, Liþ are moving through the electrolyte to the cathode where they react
with the cobalt oxide (CoO2) and electrons to form lithium cobalt oxide (LiMO2)
[34]. Equations (9.14) and (9.15) show the chemical reactions realized at the anode
and cathode of the demonstrated example. However, the reactions can be general-
ized into (9.16) and (9.17) to explain the similar operation occur if different lithium
metal oxides (LiMO2) are used to form the cathode [5,13]:

LiC6 Ð Liþ þ e� þ 6C (9.14)

CoO2 þ Liþ þ e� Ð LiCoO2 (9.15)

LixC Ð xLiþ þ xe� þ C (9.16)

LiMO2 þ xLiþ þ xe� Ð Li1�xMO2 (9.17)

Lithium-ion batteries offer chief advantages over the nickel–cadmium and lead–
acid, as they provide the highest specific energy (200 W h/kg), specific power (500–
2,000 W/kg) and nominal voltage (3.7 V), energy storage efficiency of close to
100%, lower self-discharge rate (0.03% per day), no memory effect and extremely
low maintenance requirements [7,24]. Despite the above advantages, the high cost
as well as the prohibitive for their lifetime deep discharging are the main drawbacks
of lithium-ion batteries that restrict their use in large-scale applications [8].

Secondary battery technologies: a static potential for power 199



Although considerable efforts are paid to lower the cost, concerns still exist relating
to an increasing consumption in the future, since the depleting worldwide lithium
reserves may lead to increasing raw material costs [15,35]. A further disadvantage is
the sensitivity they provide to high temperatures and thus are equipped with a bat-
tery-management system to at least provide overvoltage, over-temperature and
overcurrent protection [15,36]. Their suitable temperature range of operation is
rated between �30 �C and 60 �C [9].

9.3 Battery market and public concerns

With the fast-paced changing technologies in the battery industry, new chemistry
references addressing new technologies are coming to the market. Increasing need
for mobile devices along with the electrification of transportation sector and the
tendency of modern power systems to shift toward decarbonization lead to the
differentiation of batteries into various types providing different properties to
successfully match distinguished applications to individual technologies. The EES
application field along with the main advantages and disadvantages relating to each
battery technology are presented in Table 9.2.

Typical household-type batteries are used in consumer items such as tele-
phones, flashlights, radios, watches and so on. At the end of the twentieth century,
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Table 9.2 Comparisons of secondary battery technologies

Typical use Advantages Disadvantages Operating
temperature
range (�C)

Pb–acid Power quality support, starting/
lighting/ignition services

Most mature technology, low
manufacturing cost

Environmental concerns about lead
toxicity and sulfuric acid

�5 to 40

NiCd Power quality support, automotive
support

Low maintenance requirements Memory effect, environmental
concerns about nickel and
cadmium toxicity

�40 to 50

NiMH Power quality support, automotive
support

Absence of toxic metal, reduced
memory effect versus to Ni–Cd
cell

Severe self-discharge rate �40 to 50

Zn–air Energy-management services Environmentally benign, negligible
self-discharge rate

Difficult recharging, limited cycling
capability

�20 to 50

NaS Decentralized power quality
support, centralized energy
management

Inexpensive manufacturing
materials, small and light designs

Corrosive nature of manufacturing
materials, heat input requirement,
fire hazard

300 to 350

ZEBRA Decentralized power quality
support, centralized energy
management

No corrosion problems, safer cell
versus Na–S cell

Severe self-discharge rate 250 to 350

Li-ion Portable devices, electric vehicles High specific energy and power,
increased nominal voltage,
efficiency of near 100%

High capital cost, sensitivity to high
temperatures

�30 to 60



the rechargeable batteries occupied 8% of the European portable market. Among
them, NiCd owned 38%, followed by NiMH with a share of 35% and Li-ion near
18% of the European market [37]. In the beginning of the twenty-first century,
Li-ion batteries surpassed other cells in various parameters. With high power and
energy per unit mass and volume, Li-ion monopolize today in portable electronic
devices (such as in smartphones and laptops). Although it currently outperforms
other systems dominating the battery market with a high market share of 63%
worldwide, it is by far the most expensive to be applied in stationary larger scale
EES applications [38]. On the other hand, Pb–acid holds the exclusivity in auto-
motive SLI applications and is considered as the best choice for small-to-medium
scale stationary applications of UPS and buck-up power [39]. Globally, Pb–acid
contributes with about 18% of the quantity of energy stored using electrochemical
storage systems, while NaS accounts for 24%, confirming their suitability for large-
scale applications [2].

Our entry into the fourth industrial revolution set to modernize our daily life,
notably with the booming of digital technologies (communications, artificial
intelligence, the Internet of Things (IoT), 3-D printing or nano/biotechnologies),
requires us to integrate sustainable development goals and actions to address the
critical damage caused by the previous industrial revolutions [40]. The increasing
presence of batteries, both primary and secondary, in daily human-life, make them
almost invisible to people. However, potential environmental concerns relating to
their production and disposal are of vital importance. In terms of sustainability, life
cycle analyses should include production, operation, maintenance, disposal and
replacement, in order to assess both the environmental and economic improve-
ments. Aiming to study the production of batteries, the majority of studies focus on
energy demand and greenhouse gas emissions. Other environmental impacts such
as toxicity, acidification, abiotic depletion, eutrophication and ozone degradation
are considered less often [41].

Regarding the disposition of batteries, there are different alternatives involving
landfill, stabilization, incineration and recycling. In a landfill, mercury (Hg) and
cadmium (Cd) are the main source causing soil and underground water con-
tamination when washed out by the rain [42]. Stabilization constitutes a high-costly
process involving a pretreatment of batteries to avoid any direct conduct of con-
tained metals with the environment in landfills, while incineration can take place
once the batteries are disposed of and sent to a municipal waste combustion facility,
introducing hazardous emissions into the atmosphere including mercury, lead and
dioxins. Recycling differs from its alternatives giving credits for recycled materials,
since primary resources are saved and demand for new virgin materials is
decreased. In addition, it possesses a key solution to pollution control at landfills
and incinerators, due to the impact of hazardous metals (mercury, lead, copper,
zinc, cadmium, manganese, nickel and lithium) present in batteries [37].
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9.4 Recycling of batteries

Besides the impact on space requirements, metal intensity for each battery tech-
nology has a considerable influence on world metals availability for EES [43,44].
Considering also the environmental disasters due to improper disposition of bat-
teries, several countries’ objectives are to limit the concentration of mercury,
cadmium and lead in the devices, to standardize the identification of recyclable
technologies and to develop efficient recycling programs.

Nanoengineering do show promise for combining the electrochemical advan-
tages of different materials, yielding composite designs with satisfactory perfor-
mance in terms of safety and sustainability [23]. Aiming to continuously increase
the energy density, the development of secondary batteries based on metal anodes
(e.g., Li, Na, Mg, Zn and Al) are among the sought-after candidates for next-
generation mobile and stationary storage systems [45]. Because of their reliability,
stability, safety and general excellent cycling behavior and performance at various
temperatures, Li-ion batteries are considered one of the most important successes
of modern electrochemistry, dominating portable electronics market and now
expanding to large-scale EES applications, in particular, electric vehicles (EVs)
and renewable power stations [46]. However, lithium (Li) is a rare metal element
and its most easily accessible reserves are in remote or in politically sensitive areas
[47]. Sodium (Na) and zinc (Zn) are considered as the most promising alternatives
due to the wide availability, environmental friendliness and the low cost of their
abundant resources [48].

Recycling plays a critical role in reducing the demand and the impacts asso-
ciated with mining and resource extraction for the battery active materials. The
comprehensive procedure involves the collection, transportation, storing, reutili-
zation, recycling, treatment and the environmentally correct final disposal of bat-
teries [42]. Collection is a very complex aspect since its activities (especially those
associated with transportation) may turn the overall operation unfeasible. In addi-
tion, for a safe final disposal, it is necessary to know the composition of the used
batteries which is unrelated to their size or shape. Battery-recycling can be realized
through the basic methods of separation of components via unity operations of
mining treatment, pyrometallurgy and hydrometallurgy, supported by several dif-
ferent processes which either are designed for specific kind of battery or can be
applied together with other types of materials. The first and cheapest method is
realized using physical mechanisms to separate the materials of interest or to
concentrate such materials for further recovering giving the turn to other methods
to take place. Pyrometallurgy essentially consists of recovering materials by using
high temperatures with the help of rotary, shaft or reverberatory furnace, whereas
hydrometallurgy retrieves the metals that have been first dissolved in solutions, by
electrolysis or precipitation [49].
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9.5 Conclusion

A wide variety of battery technologies and concepts are available while others will
emerge in the future. Advanced energy storage devices are playing an increasingly
important role in modern society, including portable devices, EVs and large-scale
smart grids. With high power and energy per unit mass and volume, Li-ion mono-
polizes in portable electronic devices but is by far the most expensive to be applied in
stationary larger-scale EES applications. As the cheapest battery option, Pb–acid
holds the exclusivity in automotive SLI applications and is considered as the best
choice for small-to-medium scale stationary applications of UPS and buck-up power.
Other technologies, such as high-temperature and metal–air battery storage systems,
need more time to become mature and economical, and without appropriate storage
opportunities, their future contribution will be caused to slow down.

On larger scales, to make intermittent power sources capable of delivering reli-
able baseload electricity, new findings on inexpensive and durable materials could
help opening up new avenues for battery design. Such approaches include metal mesh
membrane applicable to a wide variety of molten-electrode battery chemistries and
other ultracapacitor-based energy storage solutions applied at both sides of the meter,
extending the lifespan of batteries. The highest priority must be given to the pre-
paration of specific recycling goals, associated with a management structure which
will minimize the collection and transportation impacts while enabling the recycling
of all types of spent batteries. Finally, sufficient algorithms and tools capable of
capturing the whole range of both the benefits and environmental impacts of battery
applications are needed in order to facilitate consumers select the best fit technology
option and encourage them to do so in a sustainable manner.
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Chapter 10

A critical review with solar radiation analysis
model on inclined and horizontal surfaces

Figen Balo1 and Lutfu S. Sua1

Utilization of renewable energy resources is gradually increasing in developing
countries as well as the developed ones. Although the use of these resources is
becoming increasingly important to meet energy demands, efficient use of limited
resources requires planning and in-depth analysis beforehand. Correspondingly, in
recent years, countries have started to work on increasing the share of renewable
energy among other energy-production methods to ensure energy independence. In
this study, in order to design PV system for maximum efficiency under certain
climatic conditions, a comparative analysis of solar energy potential for two cities
in certain climatic conditions is conducted. Based on the calculations, the values of
the indicators show that potential for photovoltaic systems in both cities corre-
spond to expected levels. The study aims to determine the most efficient solar
panel by utilizing the real solar radiation values obtained for the photovoltaic
system design.

10.1 Introduction

The solar energy potential in replacing a considerable portion of energy demand
fuels the research efforts toward increasing the efficiency of solar systems.
Diminishing amount of conventional energy sources and increasing environmental
concerns also add to the value of this research. Solar radiation is one of the most
determining factors on the climate and environment. Energy flows in the climate
system is displayed in Figure 10.1.

Figure 10.2 shows global net radiation (insolation and longwave (LW) radia-
tion). Radiative cooling by outgoing LW radiation is the primary way the Earth
loses energy. In this figure, blue fields represent sites where more energy is leaving
than incoming energy, while the red fields are sites where more energy is coming
in than what is leaving. Thus, the blue fields are running a deficit in regards to
insolation, while the red fields have a surplus of insolation.
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Considering the limited number of meteorological stations with consistent
observations, making use of estimation models in estimating the radiation levels is
quite important. Variations in solar radiation keep attracting many researchers due
to its environmental, economic, and other consequences. Measuring solar radiation
levels is significantly important as necessary information about climate changes
can be extracted from it which in return can determine the viability of solar energy
investments. The deterministic models are developed to estimate the radiation
depending on the climatic conditions; thus it is important to choose the specific
model to be installed based on the specifics of the region. Many articles pointed
out that artificial neural network (ANN) methodology is better than empiric
models [3–5]. For 11 meteorological sites on Tibet, Pan et al. investigated the
exponential model based on temperature. The temperature difference is used as
input. To calibrate the model, data for 35 years were applied. For testing, data for
5 years were applied [6]. For 22 sites in South Korea, Park et al. searched linear
empiric model [7]. Gorka et al. compared three temperature-based empirical
models for Spain: ANNs, adaptive neuro-fuzzy inference system, and gene
expression programming. For testing purposes, 2,855 observations from four sta-
tions were utilized and 4,420 observations were utilized to train these models. The
models used the combinations of the parameters (maximum and minimum air
temperature, clear sky radiation, extraterrestrial radiation, and day number) [8].
Korachagaon et al. investigated 16 non-sunshine duration models to predict
monthly average clearness values. As inputs, the moisture, wind speed, altitude,
longitude, relative humidity, and five other temperature-related characteristics are
used. Data for 875 sites are evaluated to analyze the models [9]. For 17 cities in
Iran, Behrang et al. searched 11 models by applying particle swarm optimization
technique [10]. To predict average hourly sun irradiation, Janjai et al. obtained a
satellite-based model [11]. For Dezful, Iran, Behrang et al. investigated multilayer
perceptron network along with radial basis function network. The parameters’ six
combinations used wind speed, day number, evaporation, relative humidity, sun-
shine duration, and mean air temperature. To train these models, 1,398 days were
used. For testing, 214 days were used [12]. For four sites in Tunisia, Chelbi et al.
researched five empiric models [13]. For Akure in Nigeria, Adaramola searched
six non-sunshine duration models to predict long-term monthly average sun irra-
diation and Angström–Page model. In non-sunshine duration models, precipita-
tion, relative humidity, and ambient temperature were used [14]. For 69 sites in
China, Jin et al. analyzed six sunshine duration fraction (SDF) models and used
three SDF models to predict monthly average sun irradiation. Altitude and latitude
are added as parameters in modified models. The coefficient values are derived
separately [15]. Bakirci investigated 60 empiric models developed to predict
global monthly with average daily sun irradiation, in which many of the predic-
tions had same formulas just with diverse regressive constant parameters. How-
ever, according to the conclusions of many articles, these constant parameters are
generally based on the investigation areas [16]. To predict hourly solar irradiation,
Shamim et al. used a fixed technique. To obtain the relative humidity and air
pressure, they used a mesoscale meteorological model for diverse atmospheric
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layers. By using available measured data, they computed the cloud cover index
with the relative humidity and air pressure. By an empirical correlation, they
determined clear sky radiation and transmission factor to compute levels of actual
hourly solar irradiation. The clear sky radiation was predicted by applying irra-
diation transfer model. For training, data for 1 year were used [17]. For six pro-
vinces in Iran, Khorasanizadeh et al. assessed three mean SDF (MSDF) models
and three non-sunshine duration models (NSDM) to project the monthly average
global sun irradiation. In MSDF models, the relative humidity and temperature
are added as parameters. Compared with SDF models, the root mean square error
of all models changed from 0.82 to 0.47 MJ/m2 day [18]. For Shiraz in Iran,
Shahaboddin et al. used the ANN and extreme learning machine algorithm. The
relative humidity, average air temperature, temperature difference, and SDF are
applied as inputs. For testing, 3 years of data are used [19]. For Isfahan in Iran,
Mohammadi et al. presented four SDF models with data for 9 years. Data for
4 years are utilized to test the data [20]. For seven sites in Spain, Almorox et al.
researched eight non-sunshine duration models which were primarily based on the
minimum and maximum temperature. In some models, the characteristics of lati-
tude, altitude, mean temperature, and the day of the year were involved [21].
Dumas et al. designed a linear formula to correlate sun irradiation with the daily
temperature variation and product of sunshine duration by using the power balance
between adjacent atmosphere layer and soil layer [22].

For seven locations in Turkey, Duzen et al. investigated five SDF models to
predict monthly average radiation [23]. For four provinces in Turkey, Teke et al.
researched cubic, linear and quadratic empiric models [24]. For Turkey, Ozgoren
et al. used the ANNs model of multi nonlinear regression to obtain the best
independent characteristics for the input layer. They selected ten characteristics:
soil temperature, altitude, sunshine duration, cloudiness, minimum and maximum
atmospheric temperature, mean atmospheric temperature, latitude, wind speed
month of the year. Levenberg–Marquardt optimization algorithm is utilized to
train the ANN [25]. For Saudi Arabia, El-Sebaii et al. performed three MSDF
models, three SDF models and NSDF models to project average monthly global
sun irradiation. The characteristics grouped in MSDF models were cloud cover,
temperature, and relative humidity. To derive novel empirical coefficient values,
the data of 9 years are employed [26,27]. For 79 sites in China with data for
10 years, Li et al. [28] applied a combined model (sine and cosine functions). For
four cities in India, Katiyar et al. [29] searched the quadratic, cubic, and linear
models to predict monthly average radiation using annual data. Wan Nik et al.
analyzed six mathematical expressions of the hourly solar radiation’s ratio to daily
radiation. For monthly average hourly irradiation, the prediction was made. From
three sites of Malaysia, data for 3 years were utilized to test the models [30].
For Shanghai in China, Yao et al. evaluated 89 monthly average radiation models.
Using various coefficients, many models are applied with same mathematical
expressions. For five SDF models in Shanghai, they derived new fitting coeffi-
cients [31]. For four stations, Li et al. assessed eight SDF models in China.
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For calibration, data for 11 years are used. Data of 4 years are used for validation.
The root mean square error is used as statistical indicator [32]. For 25 sites in
Spain, Manzano et al. assessed the linear Angström–Prescott model. More than
10 years of data are used for calibration purposes [33]. In the ANNs model,
Linares-Rodriguez et al. applied the satellite data. The performance obtained is
reported to be very good [34]. Besharat et al. searched 78 empiric models. They
grouped them into four classes of models based on sun ray, cloud, meteorological
characteristics, and temperature. To develop a case study, they applied a few
models from each of the classes for Iran. The best performance is determined
through a sun ray-based model with exponential expression [35]. For four pro-
vinces in Iran, Khorasanizadeh et al. [36,37] analyzed six models. The first model
is based on exponential, the second on polynomial and other four models on cosine
and sine functions. For Yazd in Iran, Besharat et al. analyzed the cloud-based
model and Hargreaves model. The data of 16 years are utilized to obtain empiric
constants [38]. For Shiraz in Iran, Besharat et al. assessed two SDF models, two
MSDF models, and one NSDF model [39]. For nine sites in China, Zhao et al.
researched the linear model and RMSE varied between 1.72 and 5.24 MJ/m2 day
[40]. Qin et al. used Levenberg–Marquardt algorithm with inputs of mean area
temperature, difference of area temperature between night and daytime, air pres-
sure rate number of days, vegetation index, and monthly precipitation. For Tibetan
Plateau, data of 7 years from 22 sites are used to train the ANNs [41]. For 41 sites
in China, Wan et al. applied linear Angström–Prescott model to predict global
daily sun irradiation. Those sites divided into seven sun climate regions and nine
thermal climate regions depending on diverse criteria, respectively. They applied
the ANN model with inputs of latitude, altitude, longitude, day number, SDF, and
daily mean temperature [42]. Şenkal proposed ANN model with altitude, long-
itude, latitude, land surface temperature, and two diverse surface emissivity as
inputs. The last three characteristics were determined using satellite data. To train
the ANN, 1 year of data from ten sites is used. The root mean square error in
testing and training stage was reported as 0.32 and 0.16 MJ/m2 day, respectively
[43]. For two sites in Iran, Piri et al. researched one modified SDF model and three
SDF models. They used the method of support vector regression. RMSE of them
ranged between 2.14 and 3.70 MJ/m2 day. The minimum and maximum tem-
perature, relative humidity, and sunshine duration selected as inputs of kernel
function [44]. For Gaize in Tibetan, Liu et al. investigated three non-sunshine
duration models, two SDF models and three modified SDF models. For calibra-
tion, 1,085 days of data was analyzed. Data of 701 days were utilized for valida-
tion purposes. Root mean square error varied from 1.68 to 3.13 MJ/m2 day. For
various seasons, they argued that deriving coefficient values respectively was
unnecessary [45]. For Saudi Arabia, Mohandes applied particle swarm optimiza-
tion to train the ANN. As inputs, latitude, altitude, longitude, sunshine duration,
and month of the year were used. However, prediction was for monthly average
global sun irradiation. To train the ANNs, 31 sites’ data are utilized. The average
mean absolute percentage error is obtained as 8.85% [46]. Şenkal et al. studied
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ANNs model for 12 provinces in Turkey. The mean beam radiation, mean diffuse
radiation, altitude, longitude, and latitude were utilized as inputs. The satellite-
based method to predict the average monthly irradiation is proposed. Root mean
square error changed from 2.75 to 2.32 MJ/m2 day [47]. To obtain the most
effecting input characteristics for prediction, Yadav et al. performed the Waikato
Environment’s software. They determined the minimum and maximum tempera-
ture, average temperature, sunshine duration, and altitude as input characteristics,
while longitude and latitude were the least effective characteristics. However, the
prediction was for average monthly global sun irradiation. By the ANNs, the
maximum mean absolute percentage error is obtained as 6.89% [48,49]. Yadav
et al. searched numerous articles using ANN to project sun irradiation in three
reviews and predict sun irradiation on horizontal surfaces. They pointed out that
ANN models perform better compared to the empiric ones [50]. Olatomiwa et al.
used the adaptive neuro-fuzzy inference system and ANN for Iseyin, Nigeria.
Maximum and minimum temperature and sunshine duration were used as inputs.
Data of 15 years were utilized for testing purposes while data of 6 years were used
to train the model. In testing and training stages, RMSE varied between 1.76 and
1.09 MJ/m2 day, respectively [51]. Jiang et al. performed to a priori association
rules and Pearson correlation coefficients to choose the relevant input character-
istics. The wind speed, total average opaque sky cover, precipitation, opaque sky
cover, minimum and maximum temperature, relative humidity, average tempera-
ture, daylight temperature, heating and cooling degree days are chosen as para-
meters [52]. For 35 sites in China, Zang et al. [53] researched the same model by
reducing two coefficients [54]. Mean absolute percentage error and RMSE for the
35 sites ranged between 16.22% and 4.33% and from 1.88 to 1.10 MJ/m2 day,
respectively. For four sites in Thailand and five sites in Cambodia, Janjai et al.
researched a satellite-based model. RMSE is obtained as 1.13 MJ/m2 day [55]. For
three sites in Liaoning City, China, Chen et al. researched five SDF models. From
each site, data for 35 years were obtained. To derive empirical coefficient values,
70% of the data were analyzed. For testing, 30% of the data were used. For each
station, the empirical coefficient values are determined [56]. To predict sun irra-
diation, Sun et al. assessed the influence of autoregressive moving average model.
They investigated the data of 20 years from two sites in China [57]. Bakirci stu-
died seven different SDF models with data measured from 18 sites in Turkey. For
the prediction of long-term monthly average daily global solar radiation, he used
models including exponential, logarithmic, quadratic, and linear equations. For the
same sites, the performances of the applied models are obtained with slight dif-
ferences [58]. In a year, Ayodele et al. performed a function to present the clear-
ness index’s distribution. By using 7 years, the coefficient values determined daily
sun irradiation data. Except for October, the effectiveness values of all months are
obtained [59]. Park et al. [60] used support vector machine and wavelet transform
algorithm. Data for 10 years are used to train the models. The difference between
minimum and maximum ambient temperatures, SDF, water vapor pressure, rela-
tive humidity, extraterrestrial global sun irradiation, and average ambient tem-
perature are used as parameters.
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The next section provides a review of the radiation models developed in the
literature, followed by the comparative analysis of two selected provinces in second
climatic regions to reveal their potential for solar energy.

10.1.1 Climate, solar energy potential and electric
production in Gaziantep and Şanlıurfa

Equipment limitations along with the high maintenance cost of them have limited
the number of stations measuring solar radiation. Thus, calculating the solar
radiation levels using meteorological variables is a common application [61–63].
The land and sunshine period are of great significance for facilities to be estab-
lished based on solar energy. Thus, comprehensive investigation need to be
undertaken about climate, solar energy potential, and current facilities.

Solar radiation map for Gaziantep and Şanlıurfa are displayed in Figure 10.3.
In terms of solar energy potential, both cities are classified under second climatic
region.

Average solar radiation, radiation function frequency, radiation function phase
shift and latitude values for both cities are shown in Table 10.1.

In the next section, a comparative analysis is conducted on MATLAB� plat-
form for both cities to reveal their solar radiation characteristics and potential.

10.2 Solar radiation intensity calculation

10.2.1 Horizontal surface
10.2.1.1 Daily total solar radiation
Various models are being developed to calculate the amount of solar radiation
reaching any surface. The need for utilizing such models stems from the lack of
data for solar radiation on surface. Thus, many researchers try to come up with
solar radiation models depending on the conditions of specific regions.

Angström and Prescott have led the way of generating linear solar radiation
models that are used in many regions [64]. Glover and McCulloch have come up
with a radiation model by adding the latitude of region as well [65]. Rietveld
proposed a model to calculate the solar radiation on horizontal surfaces by using
data from 42 stations located in different countries and argued that the model can
be used in every region [66]. Newland used a linear logarithmic model to obtain the
best function in calculating the solar radiation on horizontal surfaces [67].

Total solar radiation on horizontal surfaces on a given day can be calculated
through the following equation [68]:

I ¼ Iort � FGI cos
2p
365

n þ FKIð Þ
� �

(10.1)

where n is the days, FKI is the radiation function phase shift, FGI is the radiation
function frequency, and Iort is the annual average of daily total radiation.
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10.2.1.2 Daily diffuse solar radiation
Daily total diffuse solar radiation on horizontal surfaces can be obtained using the
following equation [69]:

Iy ¼ Io 1 � Bð Þ2 1 þ 3B2
� �

(10.2)

where Io is the out-of-atmosphere radiation and B is the transparency index.

10.2.1.3 Momentary total solar radiation
Momentary total solar radiation on horizontal surfaces can be obtained through the
following equation [21,22]:

Io ¼ 24
p

Is cos eð Þcos dð Þsin wsð Þ þ ws sin eð Þsin dð Þð Þ f (10.3)

where Is (W/m2) is the solar constant, e is the latitude angle, and ws is the sunrise
hour angle (hour angle is 0� at 12. One hour corresponds to 15� longitudes. Hour
angle has negative value before the noon and positive value after the noon), f is the
solar constant correction factor. Declination angle is the angular distance between
the locations of solar rays on north and south hemispheres and equator plane. This
angle can be determined through the angle between a line drawn from the center of
Sun to the center of the Earth and the projection of this line on the equator plane.
Declination angle varies between �23.5� and 23.5� throughout the year. Variation
of the declination angle is less than 0.5� during the 24 h. Thus, the declination angle
is treated as constant (see Figure 10.4), d is the declination angle can be calculated
using the related tables and equations. Latitude e is the angular distance of point P
from the equator. This term is the angle between the projection of 0P line and 0P
line on the equator plane. Northern latitudes are positive while southern latitudes
are negative (�90� � e � 90�) (see Figure 10.4) [68].

Out-of-atmosphere radiation can be calculated using the following equation [70]:

Its ¼ Ats cos
p
tgi

t � 12ð Þ
� �

(10.4)

where Ats is the solar radiation and tgi is the imaginary day length.

Table 10.1 Radiation values

City Iort (MJ/m2 day) FGI (MJ/m2 day) FKI Latitude

Gaziantep 14.3 7.79 2.13 37.05
Şanlıurfa 18.5 9.00 4.0 37.08
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10.2.1.4 Momentary diffuse and direct solar radiation
Amount of momentary diffuse and direct solar radiation on horizontal surfaces can
be obtained using (10.5) and (10.6) [71,72] where Ays is function frequency:

Iys ¼ Ays cos
p
tg

t � 12ð Þ
� �

(10.5)

Ids ¼ Its � Iys (10.6)

10.2.2 Calculating solar radiation intensity on inclined
surface

10.2.2.1 Momentary direct solar radiation
Momentary direct solar radiation on inclined surfaces (30�–60�–90� angles) can be
calculated using the equation below [72]:

Ibc ¼ IbRb (10.7)

where Ib is hourly direct radiation amount on horizontal surface (W/m2) and Rb is
direct radiation coefficient:

Rb ¼ cos q
cos qz

(10.8)

cos qz ¼ sin d sin e þ cos d cos e cos w (10.9)

where Solar Zenit angle qz is the angle of solar rays coming onto the P point
(Figure 10.4) with horizontal surface. b is the slope angle:

cos q ¼ sin d sin e � bð Þ þ cos d cos e � bð Þcos w (10.10)
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Figure 10.4 Basic (a) and derived (b) solar angles [68]
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10.2.2.2 Momentary diffuse solar radiation
Value of momentary diffuse radiation on inclined surfaces can be obtained using
the following equation [72]:

Iye ¼ RyIys (10.11)

Conversion factor Ry for diffuse radiation can be calculated using the following
equation [22]:

Ry ¼ 1 þ cos að Þ
2

(10.12)

Solar height angle, a, is the angle between solar rays and the projection of the
solar rays on the horizontal surface (qz þ a¼ 90�) (see Figure 10.4).

Ry parameter provides the slope of the surface. For vertical surface (a ¼ 90�),
Ry value is 0.5. This way, momentary values of diffuse radiation on inclined sur-
faces with 30�, 60�, 90� angles for 24-h time period can be calculated.

10.2.2.3 Reflecting momentary solar radiation
Reflecting radiation on inclined surfaces [72] can be calculated using the following
equation:

Iya ¼ Itsp
1 þ cos að Þ

2
(10.13)

Environment reflection rate is shown with r parameter and used with average value
of r¼ 0.2 in calculations.

10.2.2.4 Total momentary solar radiation
Momentary total radiation on inclined surface [72] can be calculated using the
following equation:

It ¼ Ide þ Iye þ Iya (10.14)

10.3 Methodology

Figure 10.5 provides the values of (i) change in annual momentary total solar
radiation values for 24-h time period, (ii) change in annual momentary diffuse solar
radiation values per hour and (iii) change in annual momentary direct solar radia-
tion values for 24-h time period on horizontal surfaces.

Figure 10.6 provides the daily changes of (i) total solar radiation values per
day, (ii) declination angle, (iii) hourly angle for sunrise, (iv) solar constant for
correction factor, (v) solar radiation values out of atmosphere, (vi) graph of func-
tion frequency (Ays), (vii) diffuse solar radiation (Ats), (viii) transparency index (B)
for a horizontal surface.
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Momentary direct radiation values with three different angles (30�, 60�, and
90�) for 24-h time period are provided in Figure 10.7. The highest values for all
three angles are obtained on the 355th day at 12.00, while the lowest values are
obtained on the same day at 15.00.
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Figure 10.6 Radiation on horizontal surfaces (Gaziantep vs. Şanlıurfa): (a) total
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Annual momentary diffuse radiation values for three angles (30�, 60�, and 90�)
are provided in Figure 10.8. Annual values of total momentary solar radiation for
24-h periods are provided in Figure 10.9.

Total momentary solar radiation for annual angle and hours are provided in
Figure 10.10.
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10.4 Findings and Results

Based on the above analysis, true potential of both cities can be evaluated through
the solar characteristics calculations provided in Table 10.2.

Values of solar radiation on inclined and horizontal surfaces are calculated
through MATLAB software. Based on the calculations, the values of the indicators
show that potential for photovoltaic systems in both cities correspond to expected
levels. Although both cities are classified in second region, total radiation value in
Şanlıurfa (9.5574) is considerably higher than the one in Gaziantep (6.5584). An
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Figure 10.9 Annual total momentary radiation values for inclined surface
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Table 10.2 Solar radiation attributes

Attributes G. Antep Şanlıurfa Attributes G. Antep Şanlıurfa

Total radiation Imax (W/m2) 6.5584 9.5574 Momentary direct radiation Idbmax(30�) 0.8299 1.4299
Imin (W/m2) 6.5100 9.5000 Idbmin(30�) �1.3216 �1.4216

Declination angle dmax 24.1498 23.5498 Idbmax(60�) 0.8346 1.0031
dmin �22.4478 �23.4445 Idbmin(60�) �0.8346 �1.3624

Sunrise hour angle wmax 108.9186 108.9986 Idbmax(90�) 0.5968 0.7136
wmin 71.9815 72.8814 Idbmin(90�) �0.5490 �0.8000

Out-of-atmosphere radiation Io(max) (W/m2) 278,010 272,610 Momentary diffuse radiation IbBmax(30�) 0.0513 0.0857
Io(min) (W/m2) �176,900 �179,800 IbBmin(30�) �0.1762 �0.2595

Transparency index Bmax 0.1730 0.0278 IbBmax(60�) 0.0567 0.0101
Bmin �0.5678 �0.0056 IbBmin(60�) �0.1999 �0.2570

Total diffuse radiation Iy(max) (W/m2) 6.5589 9.5581 IbBmax(90�) 0.0497 0.0158
Iy(min) (W/m2) 6.5100 9.5000 IbBmin(90�) �0.1876 �0.2545

Function frequency Ats(max) 1.1475 1.6875 Momentary reflecting radiation IrBmax(30�) 0.0389 0.0606
Ats(min) 0.7804 1.1304 IrBmin(30�) �0.0499 �0.0705

Momentary total radiation It(max) 1.0075 1.5085 IrBmax(60�) 0.1578 0.2271
It(min) �1.4044 �1.6944 IrBmin(60�) �0.1912 �0.2256

Momentary diffuse radiation (Ays)max 1.0784 1.5383 IrBmax(90�) 0.3567 0.5122
(Ays)min 0.7101 1.0928 IrBmin(90�) �0.3867 �0.5513
Id(max) 1.0253 1.4275
Id(min) �1.4165 �1.7165

Momentary direct radiation Ib(max) 0.0463 0.0863
Ib(min) �0.1551 �0.2851



integral part of planning the photovoltaic systems is comparing the predicted values
with the actual ones. The performance of the system depends on various para-
meters. Using realistic values of radiation has great importance for designing the
optimum system. This study aims to establish a reference for choosing the most
efficient solar panel by relying on the real solar radiation values obtained for the
most efficient photovoltaic system design. The solar radiation values are evaluated
to be at acceptable efficiency levels to design a photovoltaic system.

10.5 Conclusions

Solar technology is based on obtaining energy from an infinite source energy. The
energy spread out by the Sun is the radiation energy coming out with the fusion
process within the core of the Sun. Solar radiation intensity data are the main
parameters required in the design of solar energy systems and evaluation of system
performance. Thus, determining the amount of solar radiation on regions at various
latitudes on the surface of Earth has great importance in many solar energy
applications.

Considering the high installation expenses, the solar radiation data analysis for
a specific city is quite significant when a sunlight-based photovoltaic energy sys-
tem is considered to be established in that city.

First investment requirement needs economic sources’ productive use and
careful planning. The meteorically data is the most significant section of such in-
depth research. Solar radiation data are of great significance to be able to estimate
the solar energy systems’ potential. On the other hand, solar radiation measure-
ments are limited in global scale. Therefore, diverse models have been derived to
meet the need for the missing values. These diverse models are dependent upon the
region’s specifics to be investigated.

For the most efficient photovoltaic power plant, the aim of this chapter is to
detect a reference for choosing the most efficient solar panel by relying on the
actual solar radiation data obtained. The solar radiation’s values are commentated
to be at appropriate performance levels to plan a photovoltaic power central.

In this chapter, for a photovoltaic power plant designed to be installed in
Gaziantep and Şanlıurfa, sun irradiation data on inclined (900, 600, and 300) and
horizontal solar panels are obtained by using MATLAB software, meteorological
data, and the most practical–realistic solar models.

For 24-h time period, the change in yearly momentary direct sun irradiation
values and the change in yearly momentary total sun irradiation values are
researched for horizontal solar panels. In addition, the change in yearly momentary
diffuse sun irradiation value per hour is investigated as well.

With solar radiation analysis model, declination angle, hourly angle for sun-
rise, diffuse sun irradiation function frequency, transparency index, sun irradiation
values out of atmosphere, total sun irradiation function frequency, sun constant for
correction factor, and total sun irradiation data per day values are determined for
sun irradiation on horizontal surface.
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The yearly momentary direct radiation values for 24-h period, the yearly
momentary diffuse radiation values, the yearly total momentary irradiation values
are obtained on inclined (900, 600, and 300) solar surfaces.

Based on solar radiation analysis, Gaziantep and Şanlıurfa cities’ true potential
can be assessed through the solar characteristics’ calculations provided in Table 10.2.

The photovoltaic system’s appropriateness is assessed by obtaining the best
sun irradiation the dates and values where these values are determined.

In this case, the solar radiation’s values are assessed to be at acceptable per-
formance levels to plan a photovoltaic power central. Though data for a specific
case is used here for the purpose of model verification, this chapter aims to develop
a reference for selecting the most performance solar panel by relying on the sun
irradiation values determined for the most performance photovoltaic power central.
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Chapter 11

Nature-based building solutions: circular
utilization of photosynthetic organisms

Onur Kırdök1 and Ayça Tokuç2

Rapidly growing urban population and urbanization are exacerbating the problems
of air, noise and water pollution while increasing the use of resources and decreasing
natural lands. In this context, the environmental effects of urban areas are undeni-
able; however, today more than half of the world’s population is living in cities,
and this amount is continuing to increase, thus a rethinking of cities is necessary.
Energy efficiency and decreasing the amount of energy per service for people are
common solution strategies; yet they are not enough to reach a balance between
nature and cities. In this context, the utilization of nature-based solutions is proposed
and the most common solution is increasing the use of green spaces. More recently
nature-based elements are used to attain psychological benefits, to decrease CO2

concentration, heat island phenomena, and mitigate climate change effects.
This chapter proposes a circular agricultural system for integration of nature-

based solutions, mainly photosynthetic elements into buildings and cities and
evaluates its potential for utilization. The proposed system consists of the integra-
tion of three main nature-based solutions into a building: green roofs that filter
water, photobioreactors (PBRs) that cultivate microalgae inside and aquaponics
that grow both fish and vegetables. The system is powered by solar energy and its
main purpose is to grow food in the urban context. Although there have been some
studies about the energy and environmental effects of integrating nature-based
systems in buildings, they are usually utilized for different purposes, yet the present
chapter proposes and assesses one of the first examples, where three systems are
combined together.

11.1 Nature-based solutions

The urban environment occupies only 2% of the Earth’s land, yet it is associated
with more than 50% of human occupancy [1], 80% of gross world products [2],
80% [3] of resource consumption and 75% of the global CO2 emissions.
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Meanwhile environmental, social and economic challenges to the cities worldwide,
including climate change, degradation of ecosystems and resource depletion are
getting worse. Some innovative solutions in these areas were learned from watch-
ing and designing with nature in our minds. Nature-based solutions are strategies to
transform our cities into sustainable systems using a holistic approach that are
‘inspired by, supported by or copied from nature’ [4]. Their principal goals are
‘enhancing sustainable urbanization’, ‘restoring degraded ecosystems’, ‘developing
climate change adaptation and mitigation’ and ‘improving risk-management and
resilience’ [4]. However, most of the nature-based solutions serve only one purpose
such as flood prevention, water treatment, food provision, resource recovery or
urban heat islands. Their combination in a synergistic way has the potential to show
better performance than conventional systems and lead the way to a more resilient,
sustainable and healthy urban environment [5].

Nature-based solutions are a priority area for investment under the European
Union’s Horizon 2020 research and innovation programme, and perhaps the most
comprehensive evaluation framework to evaluate nature-based systems to date is
the preliminary framework provided by their EKLIPSE Expert Working Group on
Nature-based Solutions to Promote Climate Resilience in Urban Areas [6].
EKLIPSE is a mechanism that brings scientists, policy-makers and other stake-
holders in the society together, to have a say in making decisions that affect the
environment [7]. The aforementioned framework evaluates nature-based solutions
according to their relationship with the following ten main challenges in mesoscale
(region, metropolitan, urban) and microscale (street, building) [6].

Contribution of nature-based solutions to climate resilience: Macroscale;
mitigation by enhancing carbon storage and sequestration, meso and micro-
scale; adaptation through planting vegetation to improve the microclimate.

Water management: Relevant to the impacts of water run-off, flood risk, water
quantity and water quality.

Coastal resilience: Maintenance, restoration, development and conservation of
ecosystems, biodiversity and services especially against coastal storms and
sea level rises.

Green space management: Making inventories, setting clear requirements,
utilizing innovative, interdisciplinary methods and improving green and
blue spaces and infrastructure.

Air/ambient quality: Planting trees, building green roofs, maintaining existing
green infrastructure.

Urban regeneration: Enforcing interactions and ecological connectivity with
community engagement, supporting energy and resource efficiency in
buildings, converting brownfields to green areas and providing the urban
brand with a narrative.

Participatory planning and governance: Creating spaces for dialogue, inter-
action and partnership in design, co-production and governance processes of
different stakeholders about urban ecosystems.
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Social justice and social cohesion: Distribute various types of nature-based
solutions; support experiential learning and capacity building programs
especially for excluded social groups.

Public health and well-being: Providing sufficient urban green space for
positive health effects especially for children and elderly.

Potential for new economic opportunities and green jobs: Increasing knowl-
edge, awareness and skills while restoring and encouraging nature-based
solutions.

11.2 Nature-based building systems

There are lots of sustainable building system proposals in today’s green building
industry. This section discusses two of the most common and two innovative
building-integrated nature-based building systems: green roofs, green walls, PBRs
and aquaponics.

11.2.1 Green roofs
A ‘green roof’ or ‘living roof’ is a roof that is partially or completely covered with
vegetation. It usually consists of a top vegetation layer, a substrate layer, filtering
and drainage layers, insulation layers and a bottom structural layer (Figure 11.1).

Vegetation layer: The designer needs to consider the city’s ecosystem for
selection of the vegetation, since it will be a part of the city. The vegetation is
associated with thermal performance, air quality and heat island mitigation.

Substrate layer: The substrate is usually not soil but a lighter material mixture
that can provide both a structure for the roots of the vegetation and nutrients.
The substrate and the plant roots in this layer not only detain water runoff
but also provide thermal and acoustical benefits.

1
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Figure 11.1 Green roof layers: (1) vegetation, (2) substrate, (3) filtering and
drainage, (4) water insulation and root barrier, (5) thermal
insulation and (6) structural
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Filtering and drainage layers: On the one hand, these layers keep the soil
particles and other harmful substances from reaching the roof membrane; on
the other hand, they filter water and aerate it so that the filtered water can be
used for other applications inside the building.

Water insulation and root barrier layer: Being waterproof is one of the pri-
mary duties of a roof, and being resistant to damage by roots is mandatory in
any green roof. An additional thermal insulation layer may be sometimes
necessary.

Structural layer: The structure of the building often carries the load from the
roof, and it needs to be detailed accordingly.

The energy balance of a roof is dominated by the radiation gains from the sun and
losses to the sky. In a green roof, the vegetation covers the roof and influences the
heat transfer of the roof by causing shade, reflecting the solar radiation and eva-
potranspiration. Santamouris [8] found that applications of green roofs in city scale
would decrease the ambient air temperature by 0.3 �C–3 �C. The plant height, leaf
area index (LAI) – i.e. the green leaf area per unit ground surface area, fractional
coverage, albedo and stomatal resistance are the most important parameters that
influence the heat transfer in a green roof [9].

Since green roofs provide more thermal resistance and thermal mass than
conventional roofs, they can be beneficial in reducing the heating and cooling
demand of a building while stabilizing indoor temperatures and daily temperature
swings. However, the influence of this effect depends on the climate and the
characteristics of the buildings [10].

Niachou et al. [11] used EnergyPlus green roof module to investigate the
impact of climate, LAI, and soil depth for four different climate conditions in the
USA (Houston, Phoenix, Portland and New York). They found that green roofs are
more effective in colder climates and benefit from increased soil depth, whereas
increasing the LAI reduces the energy demand only for cooling-dominated cli-
mates. Berardi discusses the results of a green roof retrofit in Toronto, a heating
dominated city. His simulations indicate that soil depth is more significant than
LAI, and the adoption of a green roof accounted for only 0.4 �C of temperature
reduction during the day. He found that a decrease of only 3% of energy demand
and an improvement in the indoor comfort levels of the floor below the green roof
was possible with the adoption of a green roof [9].

Jaffal et al. [12] mathematically modelled the addition of a green roof in a
single family house in La Rochelle, France and showed that well-insulated build-
ings offer heating energy savings of 8%–9% and cooling energy savings of 0%,
whereas older buildings with no insulation can have energy savings of up to 44%.
Therefore, climate, the characteristics of the buildings and building physics para-
meters need to be carefully considered during the design process.

Li and Yeung [13] say that various benefits of environmental effects of green
roofs were documented and give an overview of research on mainly the vegetation
on the green roofs and its benefits towards the surrounding environments. They
emphasize that vegetation is the key element in installing green roofs since it can
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improve the urban environment by enriching the biodiversity, delaying the storm
peak to the drainage system, diminishing the runoff quantity, purifying the air
pollutants as well as the runoff quality. However, choosing suitable plants on
rooftops is essential and factors including drought tolerance, solar radiation toler-
ance and LAI of plants should be considered. Both the growth substrate and the
process of soil formation during the maturation of substrate played an important
role in creating insect habitats and promoting urban biodiversity.

Carpenter et al. [14] document the response of a green roof to storm events.
They experimentally examined an extensive green roof in Syracuse, New York,
where the problem of combined sewer overflows to local surface waters needs to be
solved. They examined the water quantity and quality response of a green roof
discharge associated with precipitation events over a year. They found that
regardless of the growth of vegetation, the water retention of the green roof was
effective. Although the effectiveness decreased when the amount of precipitation
increased, the mean per cent retention quantity for storm events was 96.8. Many
similar green infrastructure studies and urban applications exist.

11.2.2 Green walls
Wood et al. define green walls as ‘a system in which plants grow on a vertical
surface, such as a building façade in a controlled fashion and with regular main-
tenance’ [15]. Green walls have been utilized for the last two millennia [16]. A
green wall is also called ‘vertical greenery’ or ‘green façade’, and similar terms
include ‘living wall’ and ‘bio wall’. A green wall usually consists of an outer
vegetation layer, a substrate layer, insulation layers and a supporting structural
layer (Figure 11.2).

Vegetation layer: Climbing plants or vegetation with low height is preferred;
however, their selection affects the ecosystem, thermal response or the wall
and air quality.

Substrate layer: Depending on the structural integration and the chosen
vegetation, the geometry, thickness and type of the substrate layer changes.
Pots or modular wall covering geometries can be utilized.

Insulation layers: The presence of a water insulation layer depends on the
detailing of the wall and may not be necessary if there is a gap between the
substrate and the wall. Thermal insulation is designed in accordance with
the regulations and comfort considerations.

Structural layer: The green walls are classified according to their structures
and relations to the building.

The most significant parameters that determine thermal comfort in buildings are the
materials and systems used on the façades of a building, and the transparency ratio
of the façade [17]. While vertical greenery is not the most suitable element to
decrease the energy consumption of a single building, it usually creates multiple
benefits upon implementation. Pérez et al. [18] have reviewed green walls as a
passive tool for energy savings and specify four key aspects that may influence the
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operation of a vertical greenery system and should be considered accordingly:
system classification, climate influence, plants species influence and operational
methods (such as shade effect, cooling effect, insulation effect and wind barrier
effect). Safikhani et al. [19] reviewed and discussed studies on the environmental,
economic and social benefits of vertical greenery systems. They conclude that
utilizing greenery is economical and easy, thus a suitable method to control
environmental damage and decrease energy demand.

Green walls have numerous environmental and economic benefits, yet there is
no agreement about the degree of these benefits. To gain more than social and
aesthetic benefits, the selection of suitable plants, LAI properties and orientation
and integration with other building systems are the main considerations in the
design phase. Loh [20] lists the benefits of green walls as lowering energy con-
sumption and greenhouse gas emissions, reduction of urban heat island effect,
increasing the thermal performance of buildings (lowering energy costs), positive
effects on hydrology and improving water-sensitive urban design, improvement of
indoor air quality, reduction of noise pollution, increasing urban biodiversity and
urban food production and improvement of health and well-being.

Manso and Castro-Gomes [21] review the characteristics of green wall systems
especially in terms of construction and climatic restrictions. They conclude that the
environmental impact of its components and associated costs during the entire

1 2 3 4

Figure 11.2 Green wall layers: (1) vegetation, (2) substrate, (3) insulation and
(4) structural

238 Energy generation and efficiency technologies



lifecycle of the building element should also be considered. Natarajan et al. [22]
assessed the energy use, water use and greenhouse gas emissions from a vertical
garden through its life cycle and have found that the use phase had the greatest
impact in an assumed life of 20 years, thus attention to maintenance is crucial.
During the implementation phase of vertical greenery integration with building
systems, attention is necessary to the new ecological balance around green façades,
additional loads to the structural system, detailing the growing medium, loading,
planting and monitoring of the live plants.

11.2.3 Photobioreactors
PBRs are closed systems that can be utilized to grow algae inside. The integration
of urban vertical farming and architecture with living algae facades is a relatively
new concept with only three building scale applications and some conceptual stu-
dies [23]. Algae can only be cultivated in aquatic environments, and large areas are
needed for the development of algae in open systems. Therefore, enclosed systems
are easier to integrate with building systems. Other reasons to prefer closed systems
include their smaller size, modular form, richness of available algal varieties, better
control of production conditions and easy integration with buildings. A PBR
usually consists of a middle cultivation layer, a surface layer and a control system
(Figure 11.3).

Cultivation layer: The aquatic medium, in which the algae are cultivated, has
to provide the necessary elements and adequate nutrients for optimum
synthesis of the species. Sufficient mixing must be provided in order to
allow the algae to utilize the necessary inputs within the closed system.

1
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Figure 11.3 Elements of a photobioreactor (PBR): (1) cultivation layer,
(2) surface layer, (3) control system and (4) structural frame
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Surface layer: The most important condition for algae growth is access to light
so that they can carry out photosynthesis in sufficient quantities. Enclosures
should be made from a material with high light transmittance.

Control system: As the respiration of the algae increases at high temperatures,
this prevents their reproduction; therefore, temperature needs to be con-
trolled. It is also necessary to keep the level of gasses and nutrients inside
this system so that the algae continue to thrive. Other conditions include
salinity and pH value.

Structural frame: The structure should be able to carry all the dead weight of
the system. In addition, details ensuring the durability and preventing leak-
age are necessary.

Algae have been on Earth for billions of years. They are photosynthetic organisms,
which live in aquatic environments, and their place is essential on the ecosystems
on earth. Their photosynthesis activities through millennia were the precursor to
oxygen in the atmosphere, the creation of the ozone layer, and some scientists argue
that plants evolved from one of the algae strains [24].

Algae serve as biofactories that take nutrients and CO2, and change them into
various valuable products and O2 through photosynthesis and other cellular pro-
cesses. They are currently responsible for nearly 50% of the oxygen production on
Earth. In this context, they have the potential to help with mitigating global
warming via biological carbon sequestration. They are also one of the basic food
sources for many aquatic species and carry nutrients [25]. They grow faster than
trees; some species can multiply to twice their size in 3.5 h under right conditions
[26]. They can also provide nutrients for people [23]. The dying algae led to the
creation of fossil fuels; in this context, there are various studies on using oil or other
materials directly from algal bodies to produce biofuels [27]. Moreover, products of
the photosynthesis process include lipids, biodiesel, carbohydrates, ethyl alcohol,
hydrogen, proteins, fertilizers and resource materials for various energy-production
technologies.

The type of PBR and the quality of the aquatic cultivation medium affect the
productivity of the species. The light profile, temperature, mass transfer and bio-
mass density inside the PBR and the equipment necessary to feed and harvest the
PBR needs to be designed together with the technical equipment of the building.
Major factors affecting final productivity are design, orientation, climate, date,
geometry, direct and indirect solar radiation and scaling [28].

Algae can be fed with waste products from the buildings, while these living
walls can be utilized to create more comfortable indoor environments, this would
mimic the symbiotic relationship between some species in nature [29]. Visual
comfort and thermal comfort are necessary in buildings. Solar control is essential
for both visual and thermal comfort. PBR elements can also have a symbiotic
relationship with other renewable energy sources. PBR as an architectural element
can take on various colours; therefore, visible, green aesthetics and colour therapy
are some interesting possibilities that make use of various species of available
algae [30].
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From rigid to flexible walls and from curtains to structural columns, the type of
PBR system provides many possibilities. Although green walls make use of known
facade systems, algae systems also need technical integration with the building;
therefore, constructional considerations are mandatory. These include ease of
installation, flexibility of design, modularity, size coordination and additional loads
to the building. Building integration of PBRs is mostly experimental and expensive
at the moment. Their costs are either neglected or the payback period is long.
However, ongoing research is promising when the cost of carbon is also added to
the system.

11.2.4 Aquaponics
Aquaponics is a method for producing food that combines recirculating aquaculture
(raising fish in land-based tanks) with hydroponics (cultivating plants in water)
[31]. A symbiotic cyclic system emerges with the integration of a tank and fish into
plant production (Figure 11.4).

Fish tank: Fish produce nutrient-rich waste, which fertilizes the plants. The
fish themselves is one of the end products of the system.

Plant beds: Plants filter the water from gases, acids and chemicals, such as
ammonia, nitrates and phosphates for use in other elements of the system
[32]. Production of plants is one of the requirements of the system.

Bacteria: Bacteria and worms play a role in breaking fish waste to utilizable
elements for the plants.

2
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3

Figure 11.4 Elements of an aquaponic system: (1) fish tank, (2) plant beds and (3)
bacteria

Nature-based building solutions 241



The whole system is connected through piping system to move water in a cycle.
The water cycle provides the elements of the system with enough nutrients and
water to be absorbed. It also brings air to the roots of the plants. When necessary,
extra fish feed and ingredients can be added to the system to keep the balance.

The commercial applications in the field of aquaponics were researched till the
2000s, and they are now being practiced by farms, nonprofit organizations, com-
munity garden groups, schools and noncommercial gardeners. According to a sur-
vey of Love et al. [33], the motivating factors behind aquaponics gardening are
growing their own food, improving the health of their community and helping with
environmental sustainability. The benefits of the system include

● supporting locally grown food chains, while bringing fresh food into urban
areas;

● nutrient-rich plant and fish growth through the whole year, even in cities;
● biological security, since the parasite and disease status of the fish and crops

are known;
● production from day one, which is important for both food safety;
● more efficient use of ingredients and water compared to commercial farming

methods;
● nearly no waste during production, since the whole cycle utilizes the other

elements’ waste;
● prevents the release of toxic chemicals into groundwater sources and
● reduction in chemical use such as pesticides since the system discourage pests

and undesired vegetation.

Aquaponics gardens and soil-based gardens share similarities in size (~100 ft2 or
9 m2), location (at home) and the types of crops. Love et al. [33] found that
aquaponics gardens contained more leafy greens than soil gardens, most likely
because the nitrogen-rich water promotes leaf growth and because fruit trees and
some rooting crops are not suited for aquaponics.

Rakocy et al. [34] indicate the environmental considerations that limit the
system productivity are heat, pH, light and dissolved oxygen levels in the water, and
they need to be controlled. Deviation from the optimum states would lower the yield
and sometimes endanger the system to shut down; for example, sudden temperature
changes can destroy the harvest. Another example would be that rising levels of
ammonia or pH can wipe out the entire fish colony. Maintaining this controlled
environment requires electricity, and without power, the cycle – therefore the whole
system – would break down.

Suitable temperature for the plants is around 24 �C for many plant species. A
pH level of 7 is also suitable to keep the nitrification process going on. The plants
need light to thrive; therefore, their placement has to be organized according to the
light the plants receive. The optimum amount of the dissolved oxygen level is
around 6.2, and the movement of water helps to maintain the level of O2 [35].

According to Al-Kodmany [32], a significant drawback of the system is the
requirement of skilled or trained workers. While there are lots of low cost ‘Do it
yourself’ projects on the internet and media to produce such a system, it still
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requires some skills to operate and maintain. However, this drawback can be taken
as an opportunity to facilitate the creation of local green jobs.

While there are many buildings that make use of nature-based solutions, they
are usually piecemeal additions and not wholly integrated with the building sys-
tems. The following section shows the integration potential of nature-based solu-
tions via a cyclic proposal for integration into a residential building.

11.3 Algaponic proposal

This proposal is a home-integrated agriculture and urban greenery project that
creates a circular mechanism. Its design allows integration of different nature-based
parts to generate a cycle of production to create a food chain. It can be installed as a
balcony into a new building or as part of an independently supported renovation
project. Modularity of the system makes it adjustable to many applications, from
high rise to individual buildings. The system consists of a green roof that would
collect and filter water on top, a water storage tank, a building-integrated PBR
façade, a fish tank, plant beds, LED lighting to simulate sunlight and a photovoltaic
(PV) installation on the roof to power the whole system (Figures 11.5–11.10).

Green roof: Green roofs are used to take water from the rain and filter it for
utilization in the other parts of the system. The plants and substrate will be
composed in accordance with the flora and fauna of the local ecosystem and
are a part of the proposal for the purpose of water retention.

1

1

2

3

4

4

4

5

5

5

6

6

6

Figure 11.5 General section of algaponic system: (1) PV panels, (2) green roof,
(3) water storage, (4) PBRs, (5) plant beds and (6) fish tanks
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Water storage: The water collected from the green roof is stored preferably in
the roof. If there is not enough rainwater to circulate the system, filtered
freshwater can be added as necessary. The stored water is pumped to the
PBRs after being filtered by UV rays.

Photobioreactor: The PBRs are placed on the façade of the building, on the
three edges of the balcony. Their size is determined according to other
system parts.
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Figure 11.6 Algaponic unit: (1) PBR filter þ controls, (2) PBRs, (3) LED grow
lights, (4) fish tank filters þ water pump, (5) fish tanks, (6) plant
beds, (7) piping interlocks, intervention manifolds, (8) ammonium
bacteria bed and (9) ultraviolet lamps

Figure 11.7 The algaponic application in a conceptual building I

244 Energy generation and efficiency technologies



Figure 11.8 The algaponic application in a conceptual building II

Figure 11.9 The algaponic application in a conceptual building III
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Fish tank: The fish tank is made of two water tanks on the two sides of the
balcony and a connecting piece at the bottom. Depending on the user
requirements, the fish can range from small fishes like goldfish to big fish
such as salmon. The fish can be harvested for food when grown. The water
in the tanks will be cycled to provide nutrients to the plant beds.

Plant beds: These parts are used for the production of fresh vegetables or other
desired plants. Its requirements limit the size of other parts as more square
meter of growing medium would need more water and nutrients. Additional
food supplements can be necessary to meet dietary requirements.

LED lighting: This part is used to maximize the production of both algae inside
the PBR and the vegetables in the plant beds. It is powered by the PV
system.

Photovoltaics: The PV system is placed on the building roof and oriented for
maximum efficiency.

11.3.1 Green roof and water storage
The water treatment and storage system in the proposal will be installed onto the
building’s roof. The green roof will detain and filter rainwater. The collected water
will be placed inside water-storage tanks on the roof. Filtered water will support the
algaponics, house systems and watering the surrounding vegetation. If more water
than can be stored is collected, the excessive amount will be directed through a
drainage system. In case there is not enough rain to support the system,
potable water will be filtered from lime and given to the green roof for further
utilization in the system. A connection with a city wide rainwater collection matrix
can be established in the future.

Figure 11.10 The algaponic application in a conceptual building IV
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11.3.2 Photobioreactor
The PBR will supply the system with nutrient-rich algae, which uses solar power
to perform photosynthesis. They will take in the released CO2 of the building and
give out O2. In this context, algae can be inferred as a solar-powered mechanism.
The PBR itself was designed to turn solar power into nutrients – energy for
humans – and O2.

Design of the PBR will fit in place of a floor height window with the place-
ment dimensions of 3 m tall, 1 m wide and 0.3 m deep (Figure 11.7). Six panels
with these dimensions are organized to form three faces of an octagon, where each
face will consist of two panels. This way, the modular plant beds will have 135�

angles between them to ease the water circulation. This will let the users to cut-off
the circulation of broken or problematic parts or bypass them with ease when
repairing or changing the parts are necessary.

The cultivation medium in one PBR module has dimensions of 2.8 m height,
1 m width, and 0.06 m depth to grow algae, which will be covered with 2 cm thick
tempered glass. Water level in the PBRs will be around 80% to allow for gas
movement and relieve pressure. The PBR will also take light from the LED systems
above the plant beds in addition to the sun. This will keep the PBR active for more
algae production during the night.

PBRs will be directly placed to the facade and will act like a water wall. PBR
that look like window openings will be used to grow algae to feed the fish, which
will be living at the aquaponic farm. The algae production has two stages; in the
first stage, the central part is used to grow small algae, and the grown algae are
taken to the sides. The grown algae and growing medium will be sent to the fish
tank in time intervals. The deposit to the fish tanks will take place next to the
control units, at the side of the modules. The algae specie in this proposal is
Spirulina sp. The medium needs to be between 32 �C and 38 �C to optimize the
living conditions of the algae. If there is a surplus of algae, i.e. more algae than the
fishes need, it will be filtered for human consumption and support the residents’
diet, since it could either be used as a food supplement or directly eaten, even as a
crisp [36].

11.3.3 Fish tank
The fish tanks will consist of three elements. Two square-shaped aquariums with
1 m � 1 m � 1.7 m dimensions are located at the ends of PBRs and therefore
located at the entrance of the algaponic system. These units will serve to grow the
fishes. The top covers of these aquariums can be opened to intervene with the fish
culture. The third element will connect these aquariums at the bottom and has
dimensions of 1 m � 2.1 m � 0.3 m. This element will also serve as a platform for
the users to step on and easily reach to both fish tanks and plant beds. The sizes of
the water tanks were determined as 400 L/m2 of growing medium in accordance
with the average requirements of people using aquaponic systems in the USA [37].

Fish species inside the tank can change according to the size, nutrient needs
of the plants, residents’ decision, etc. However, ornamental fishes or fishes like
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carp, that directly feed on algae, would perform better in accordance with this
proposal. Taking their nutrients by directly feeding on the algae, Spirulina sp., will
result in nutrient-rich waste production and contain ingredients that the plants need
to grow.

The waste of fish and leftovers of the feed increase ammonia levels in the
water and would eventually poison the fish. To prevent this, the connection unit
will serve to culture bacteria and molluskas which will clean the water. The bac-
teria will hold onto gravel and a dense group of small rocks embedded on the
ground level of the fish tanks. The bacteria will act like a biofilter and break down
fish waste. In this breaking chain, first Nitrosomonas bacteria will break ammonia
into nitrites. Nitrospira bacteria will be next in the chain of filtration; they will
convert nitrites into nitrates. Thus, they can feed the plants without poisoning the
fish. Cycling the water through a biofilter will result in another ingredient to feed
the plants.

Connection pipes between fish tanks and plant beds will be located next to the
connection element of the tanks. These pipes will filter the cycling water from
fishes to plants. All of the piping connections in the system will be manually locked
so that any part can be taken off for maintenance. This system can be automatized
in the future.

11.3.4 Plant beds
The plant beds are placed in front of the PBRs in two levels. There are a total of six
beds facing three directions on two levels with 30 cm bucket depth. Sleeve depth of
the plant beds will be 80 cm so as to optimize the residents’ reach. The lower level
will start from 30 cm above the fish tank connection, each bed on a level will be
placed 5 cm lower than the previous bed to facilitate water movement. The lower
levels of the planting beds are for growing long day species – in other words
summer species – of vegetation. The upper plant bed will be placed 100 cm above
the lower beds with the same height increments of 5 cm and will provide free space
to grow plants as high as 140 cm. This layer will be for growing short day species
of vegetation – in other words for winter species – since they grow longer. This
design makes both the upper and lower layers ergonomic for the planting and
gathering processes.

The space between the planting beds will create an area of approximately
2 m � 2.1 m area to manoeuvre while working. This free space creates suitable
conditions for two persons to work at the same time. The 30 cm platform placed to
ease access to the higher shelf will hide the piping system underneath. Shut valves
and disconnection joints will be located here for use when intervention or main-
tenance is needed. There will also be an additional exit to the main plumbing to
ease discharging the water from the units.

Ammonia produced by fishes is generally a problem for aquaponic farmers.
The nutrient film technique used in the aquaponic plant bed applications will
reduce the percentage of ammonia within the water. This technique has a floating
material on the surface of the water, which holds the body of the plants as a tray
with suitable holes. The plants are supported in small pots that enable the roots to
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constantly be in the encircling water with the help of a water pump. The pots will
be made of cocopeat, a growing medium produced from the outer shell of the
coconut. This material would not deposit any additional ingredients or minerals;
therefore, the plant will only take what is inside the algaponic system. This way,
there will be no accumulation of the unused minerals; therefore, roots of the plants
will freely reach the ingredients and air. This system also allows the residents to set
water levels depending on the root length or maturity stage of the plants [31]. As
the roots mature, the water levels will be lowered to encourage root growth. Con-
tinuous cycling of the nutrient-rich water directly to the roots from fish waste lets
plants to meet their nutrient and water needs. The drawback of this system is that it
is susceptible to power outages and pump failures.

Estimation of the approximate yield of the system is difficult since there are
many unknowns to consider in the system including the algae, fish and
vegetable species and the climate. According to the research presented by Love
et al. and the authors’ estimates, a planting area of 8 m2 within aquaponic farming
would be enough to supply the daily nutrients necessary for the diet of two persons
[33]. However, to reach such an outcome, the placement, configuration and species
of the vegetation should be wisely chosen. Each bed in the proposal consists of
1.33 m2 space, which results in a total of 8 m2 planting beds. There is a UV light
source box of 10 cm � 10 cm � 80 cm at both the entrances and the exits of the
plant beds. The UV rays will dissipate in the water, therefore the residents will not
be exposed to UV light directly. A timer attached to this UV light source will make
it flash in sequences to ensure there will be no contamination.

11.3.5 Other elements of the system
A lighting system made of LEDs will be located over the plant beds to simulate
sunlight so that the plants would grow, during both day and night, with enough
amount of light to produce plants independent of the sun. A light sensor and a timer
attached to the LED system will control the light conditions according to residents’
demands. This way, the system will support the growth of a wide range of vege-
tation, from short day vegetation to long day vegetation. Cooling units integrated
with the water system will increase the lifespan of the LEDs. The lighting system
will also have a mechanism to change its height so that more direct light can be
given to the plants during their early growth period by shortening the space
between the light source and the plant.

The roots of the plants will filter the water inside the system from its nutrients
and minerals. If the water contains many minerals after the plants are grown, when
this water goes to the PBR to grow algae, the extra minerals can cause corrosion in
the PBR surfaces. Therefore, a filter for minerals and possible thrash is installed to
the water circuit before entering the PBRs. Through this process, fish population
will also filter water after the PBR, thus providing better living conditions for the
fish. This will allow maximizing the fish population to the limits of the carrying
capacity of the system. During the process, the outgoing CO2 of the fish and the
bacteria will be changed to O2 by photosynthesis, which is another important aspect
of this project.
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The energy requirements of this system are for the LED lighting and pumps.
Four rectangular PV panels with 2 m � 2.5 m dimensions and three with 1.4 m �
2.5 m can be installed over the balcony annex that contains the algaponic system.
Approximately 2 m2 of PV installation is estimated to compensate for the energy
demand of this proposal. In addition, solar tubes would heat the water storage
before discharging it to PBRs.

The control panels of the system will be placed on the side units while con-
necting fish tank and PBRs. Also PBR filters, fish tank filters and water pump will
be hidden inside the unit. Sliding shelves ease the maintenance of the filters. The
data acquired from the sensors will be displayed on a board over the unit. A dif-
ferent filter will collect the Spirulina sp. between the feeding periods of the fish.
Excess yield will be used to support the residents’ dietary requirements. Future
studies will focus on the optimization of pH levels, CO2 levels, light levels, the
placement, configuration and species of the vegetation and interface controlled full
automation of the system to ease the manual operation and optimization of the
process; therefore, an experimental study has to be conducted.

11.4 Impact evaluation

There are a number of studies that classify and research nature-based solutions in
regional, metropolitan, urban and street levels; however, they are very limited in
the building scale. This chapter proposes a cyclic system for the building that
makes use of a number of nature-based building elements integrated into an alga-
ponic system to mainly grow food. Yet this system would have a number of other
environmental, social and economic impacts on the residents. These are assessed in
accordance with the EKLIPSE challenges given in Section 11.1 [6]. Since this
system has no context in regards to the city it is a part of, this proposal has no effect
on ‘coastal resilience’; therefore, this evaluation uses nine of the ten main headings.
In this proposal, all of the elements of the system, bacteria, algae, fishes and plants,
should be carefully chosen since all of these living elements require certain con-
ditions to thrive. In addition, both PBR façade systems and aquaponics are still in
the development stage; therefore, their assessments will be limited.

11.4.1 Contribution of nature-based solutions to climate
resilience

Climate resilience is based on the concepts of adaptation and mitigation. This
proposal contains mitigation impacts since it incorporates many elements such as
vegetation, soil and algae that will capture and sequester carbon inside, while also
improving air quality.

Moreover, the green elements, vegetation and algae, will help with climate
adaptation. Green roof application on the top of the building and additional plant
growth on the balcony and facades will improve the climate at the micro-scale.
Wide spread application of this proposal in the future would result in both
improved climate performance in cities in the macro-scale and increased climate
adaptation impacts at building and street levels.
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This proposal offers the building sector a new way of collaborating with the
nature as new gardens of the future cities. The residents would grow their own food
at home scale, therefore would decrease the carbon emissions released during
food-production process. In addition, this would cut down the carbon emissions
released during the transportation of the food.

Another important aspect of the algaponic system is the use of water through
all of the system elements. Since the algae require a certain temperature range, the
water wall effect would help with keeping the algae alive, the proposed PBRs on
the facades are expected to act like a water wall and decrease heating energy
requirements. In addition, the water tanks in the building will act as additional
thermal mass. Since the proposal will be made of steel, which has extremely lim-
ited mass, the additional thermal mass would help to increase indoor thermal
comfort and carbon savings while decreasing energy requirements of the building.

11.4.2 Water management
Global natural resources of clean water supply are decreasing. To overcome this
danger, it is necessary to collect rainwater that would help to regreen the cities,
which are generally covered with hard surfaces. This is a huge problem in cities;
therefore, green roof application, which is one of the most popular and least
expensive solutions, is both very popular and necessary. This proposal foresees that
these algaponic elements will be interlinked with a network in the future, thus
would decrease floods via changing the discharge path of the water during bad
weather conditions while reducing the water run-off and flood risks.

This system has a green roof to collect water and a storage tank. In addition,
the whole mechanism acts as water storage and sustains itself with the use of as
much water as the vegetation production requires. Any filtered water not used by
the system will be discharged to underground water supplies.

Increasing the quality of the water with various treatments will be another
significant effect of the proposal. The water cycle of the system will be as follows:
the PBRs will take the filtered and heated water from the water storage, PBRs will
pass this water to the fish tanks, fish tanks will pass it through the biofilter layer,
biofilter will send it to planting beds for vegetable production, water will go back to
the PBR and restart the cycle. Cycling the water in this way will require 90%–95%
less water than conventional farming. The water in the system will also be filtered
via all the biological elements and mechanical filters during the process, which will
increase the water quality.

11.4.3 Green space management
Although this proposal is only accessible by the residents, another important out-
come of the project is the reclamation of the built land in a high rise for nature-
based applications. For an average building with eight levels built on 100 m2 of
land would reclaim production area will correspond to 64 m2 of production area
and more than 100 m2 of green land with planting beds, PBR and green roof, while
PBR and fish tanks would correspond to 18.4 m3 of blue space reclamation; thus,
the more land than used will be reclaimed.
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One of the main ideas behind the proposal is adopting an innovative use of
aquaponics within the building scale; in this way, both building and aquaponics
will form a symbiotic relationship rather than the usual expectations. Future
potentials of the proposal include increased connection between the green areas and
buildings and to collect rainwater to sustain the surrounding green spaces.

Biodiversity potential of the proposal is high because of two reasons: first is
the creation of green spaces to support the natural biodiversity in the city, such as in
the green roof. This will affect urban biodiversity by providing habitats for many
species from birds to insects. The second reason is the proposal itself, which pro-
poses to create a polyculture between microorganisms, aquaculture and plants.

11.4.4 Air/ambient quality
The proposal consists of biological elements; plants and algae as photosynthetic
organisms that would produce O2 while capturing CO2 from the surrounding air
and water. The CO2 produced by the fishes and bacteria will be converted into O2

by this process. Additionally, these elements will capture air pollutants through
both conversion and deposition. At the micro-scale, the proposal will enhance the
air quality inside the building. Moreover, the proposal will improve the green
infrastructure of the city.

11.4.5 Urban regeneration
Most of the components of this algaponic proposal are commercially available.
There are many green roof projects some on bigger scales, a number of research
and development-oriented building-integrated PBR projects and lots of aquaponics
applications in building and smaller scales. While the design can readily be used in
a new building, it can also be installed as an addition to an existing building with an
independent structural system. Algaponic applications can be used to revitalize and
regenerate derelict buildings. If it cannot be applied because of site considerations
or regulations, the system can be applied directly within a room in accordance with
the building’s conditions. The modularity and self-sustainability of the system
allows for a variety of applications.

The proposal created many links between urban development, innovative
building elements, urban green infrastructure, urban aesthetics, social involvement,
urban ecology, energy and water use. Nearly all parts of the project require and
utilize solar energy and photosynthesis to keep themselves alive. Use of solar
power is one of the life’s supports of the nature-based solutions. The energy
demand of the algaponic proposal would be higher than conventional farming since
the LED system and water pumps will be assigned to maintain the cycle. Yet it will
require less water use and building energy. To meet with the energy demand of the
algaponics, PV panels will be installed on the roof facing optimum orientation.

11.4.6 Participatory planning and governance
While the building scale is a micro-scale for governance, it can be ideal for parti-
cipatory governance. Many rights need to be regulated by the building authorities
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in the building scale such as the rights to produce own electricity, have own roof
garden, use PBR on the façade, grow own food at home, have own share of a
garden and have own aquaponic balcony. If there is no regulation for an algaponic
system, then it can be next to impossible to build such a balcony. This proposal can
be applied in different scales and broadened to the macro-scale while connecting
the rainwater collection with a matrix of green roofs in the future.

The proposal offers 8 m2 of planting area and six PBRs with nearly 1 m3 algae
growth capacity for each balcony module application to support healthy living for
the inhabitants. If this system is applied to all new buildings as one of the main
program elements like a kitchen or a balcony, this would cause a massive impact
for sustainability of the community and the cities of the future. Knowledge sharing,
dialogue and common interests of residents would improve participation in
governance activities.

11.4.7 Social justice and social cohesion
Farming itself is a recreational activity with meditative properties that answer the
needs of every person in the community from nearly all age, sex and accessibility
ranges. Application of algaponics and green roofs will increase the social aware-
ness through personal and community gardening. This will start cycles of plant
trade while different species of plantation may occur in each level of the building.

In addition to providing fresh and healthy food, the World Bank research
report on aquaponics in the Gaza Strip, Palestinian Territories show that aqua-
ponics applications can answer the needs of different socio-economic communities;
such as the poor, youth or immigrants [31]. Exchanging food, experiencing food
and sharing information will cause people to gather, form bonds and tighten them.
The people joining this movement would eventually build trust for further inter-
actions. Thus, further social cohesion is expected to occur with the spread of
the system.

11.4.8 Public health and well-being
The questions about food safety, hazardous chemicals in our food, freshness, etc.
are gaining prominence for the health of the community. This proposal is about a
home-scale agriculture project that can create a circular mechanism to grow fresh
food to deal with these issues. An additional benefit will be that working and
interacting with green spaces and nature-based solutions will provide the urban
residents with an opportunity to relax and relieve stress [38].

One of the opportunities this proposal creates is food security. Since accessi-
bility to land is decreasing very rapidly in the cities, this is becoming a big problem
for flat owners in cities. Flats with no land to use as a ‘yard’ decrease the oppor-
tunity to grow one’s own food. Another concern is the negative effects of chemicals
used in agriculture such as pesticides on the land and on the public health. With this
project, growing your own food in an appropriate scale that can be installed as a
balcony or room of your flat, which is a dream for many, can become the future of
city farming.
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Other issues include safe delivery of food and freshness. By growing their own
food, the residents can also ensure the food’s quality with the knowledge of what
they put inside the production cycle. This also opens the path of medicinal herb
planting at home scale. Medicinal herb gathering is another opportunity with the
problem of freshness. Algaponics will be an optimum space to grow and collect
fresh medicinal herbs.

11.4.9 Potential for new economic opportunities and
green jobs

The production of the proposal and its elements have the potential to open and grow
new green jobs and economic opportunities. The algaponic system consists of some
complex mechanisms such as PBR and aquaponics. The operation and maintenance
of these elements require relevant areas of expertise. In addition, the optimal design
and selection of algae, fish and vegetation species will require help from profes-
sionals. Moreover, inspecting the quality of the food and educating people in
farming methods will be necessary. In parallel to this context, the application of
this system would open new areas of research in many professions. Consequently,
many new experts will be needed within the cities to keep the green industry going.

The whole system can have higher operational costs than current agricultural
techniques. However, in terms of production capacity, this system will yield ten
times more produce on a yearly basis since it operates fully without many restric-
tions, such as day and night. In addition, the plants and animals are fed with rich
nutrients and water. Local farming chains, where everyone can contribute and
barter with their own surplus produce will be another output of this project. The
productions can differ from one apartment to another.

11.5 Conclusions

Currently, researchers all over the world are searching for solutions to problems,
such as air pollution, climate change and other environmental issues. An innovative
approach in this search is the utilization of nature-based solutions. It is associated
with many ecological, bioclimatic and energy efficiency benefits in the context of
building design. This chapter proposes a modular building element – a balcony
annex – that makes use of nature-based solutions mainly for food production in an
apartment building. The system is a self-sufficient system and uses solar power to
maintain a cycle of life and production; therefore, it helps to create more green and
blue areas in micro-scale of the urban context.

The proposed system can be called algaponic, and the architectural integration
carefully considers four main elements: a green roof for water collection, PBRs for
algae production, fish tanks for fish production and plant beds for vegetable pro-
duction. All of these elements are connected through a water cycle and provide the
necessary conditions for the other elements to perform. Additional elements such as
pumps and lighting need energy to ensure the continuity of the cycle. Therefore, PV
panels located on the roof of the proposed system will supply power to these units.
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The algaponic proposal will be installed as a balcony to grow food in our homes.
Personal gardening and food-production elements were part of the building pro-
gram in the old times yet have changed and were lost with rapid urbanization and
especially the increasing demand for high-rise buildings; however, this proposal
will bring these elements back to the architect’s agenda.

Application of such a nature-based system has many facets and need to be
comprehensively assessed; however there is no assessment framework for such a
building application; therefore the framework of EKLIPSE Expert Working Group
on Nature-based Solutions to Promote Climate Resilience in Urban Areas was
applied in this chapter. This framework assesses nature-based solutions according
to their relationship with ten main challenges. The green roof application within the
proposal is a common technology; therefore, its impacts were embedded into the
assessment framework, yet assessment of many other elements and the whole
system did not totally correspond with the framework. Therefore the necessity of a
framework for building integrated nature-based solutions became evident.

The impacts of common utilization of such a system will be especially bene-
ficial to the carbon sequestration and air-purifying mechanism in nature and energy
efficiency of the building. Since people who are in close touch with nature tend to
respect nature the most, this proposal targets residents of an apartment in a personal
basis. Planting and harvesting cycle has been the central piece of a human’s inter-
action with nature for a long time, and this system would increase public awareness
and encourage involvement and reconnection with nature. However the ecological,
economic and social effects of the system are dependent on the location of the
application. The ecological approach behind this proposal is starting the change from
our homes. Locally grown food will affect the households and the local economy
rapidly. In addition, improving the diets of the users will improve public health.

Since this is only a conceptual study, there are many points to research and
refine before an actual application, such as optimal design of the four main ele-
ments of the system and their connections: selection of algae, fish and vegetation
species. A multidisciplinary approach is necessary to ensure the working of the
algaponic system with high efficiency. One of the main ecological risks of the
current technologies and knowledge is dependent on certain species; therefore,
increasing the polycultural property of the ecosystem has to become a main
research interest to successfully utilize nature-based solutions in the future. Thus,
this proposal is expected to boost the diversity of the species living in the city in
harmony with the city’s inhabitants and enhance the habitat in a controlled manner.
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